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Abstract 

This research aimed to develop a scientific and accurate credit risk assessment model for small and 

medium-sized enterprises (SMEs) to support banks in credit decision-making. An improved decision 

tree model is proposed by integrating regularization to control complexity and employing an 
ensemble learning approach to enhance prediction accuracy. Multiple weak classifiers are iteratively 

refined using gradient descent optimization to form a robust, strong classifier. The model is trained 

through supervised learning, with the default probability of SMEs as the objective function, enabling 
a quantitative assessment of credit risk. The findings show that the proposed gradient descent 

decision tree algorithm achieves an AUC of 0.99 under 70% and 80% training set ratios, 

outperforming Adaptive Boosting (AUC = 0.97), Random Forest (AUC = 0.91), and traditional 
decision trees (AUC = 0.82). To further optimize bank loan strategies, this paper constructs a 

nonlinear multi-objective programming model that maximizes expected loan returns while 

considering risk constraints. The proposed approach not only improves credit risk prediction but 
also assists banks in formulating optimal lending strategies. This study advances credit risk 

modelling by integrating regularization and ensemble learning, offering a novel and practical 

solution for SME credit assessment. 
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1- Introduction 

Effective assessment and measurement of credit loan default risks is a core task for commercial banks to improve 

their operational and management levels. It is also the key content required by the Basel II Capital Accord for commercial 

banks that adopt the internal ratings-based approach. The Basel II Capital Accord, a set of international banking 

regulations, mandates that banks using the internal ratings-based approach must have robust credit risk measurement 

systems in place. Credit risk measurement was born with the creation of credit transactions and developed with the 

development of financial theory, financial markets, statistical theory, and computer technology. Credit risk measurement 

methods have successively experienced subjective evaluation methods, economic measurement methods, analytical 

nonparametric models, modern quantitative models of risk measurement, and hybrid models. Since the 21st century, as 

the scale of credit transactions has continued to expand, the amount of data has also increased. In order to further improve 

the model’s default identification rate and reduce default loss, hybrid models based on a single model have gradually 
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attracted the attention of scholars. However, for small and micro enterprises, due to their small size, low management 

efficiency, weak internal control, large operational risks, and other problems, banks have made small, medium, and 

micro enterprises obtain far less financial financing than large enterprises for credit risk control. The urgency of 

determining the optimal credit strategy for banks based on the credit risk of enterprises cannot be overstated. It is a key 

issue that requires immediate attention. 

With the development of big data, there are more and more data sources, and multiple data sets can be collected for 

the same or similar tasks (or research). Although these data from different sources are collected for the same or similar 

tasks, due to differences in factors such as measurement environments, measurement standards, or statistical calibers, 

multiple data sets cannot be simply combined and analyzed. How to effectively integrate and analyze such complex data 

sets from diverse sources is one of the new development directions of statistics and machine learning research. Based on 

the perspective of the main models for measuring corporate credit risk, some scholars focus on Support Vector Machines 

(SVMs), and their improved models have been receiving a lot of attention. An innovative multi-criteria optimization 

classifier, KFP-MCOC, which combines kernel, defuzzification, and penalty factors, was shown to outperform both 

traditional SVMs and fuzzy SVMs in terms of separateness, efficiency, and generalization through empirical experiments 

[1-4]. The potential of the KFP-MCOC model to revolutionize credit risk assessment is a topic of intrigue in the field. A 

novel hybrid integration approach, namely RSB-SVM, based on bagging and stochastic subspaces, employing SVMs as 

the underlying learning machine [5-8]. A weighted least squares support vector machine (LSSVM) classifier with 

experimental design, which showed promising classification results in credit risk assessment [9-10].  

At the same time, some researchers improved the classical slime mold algorithm and combined it with the underlying 

SVM model for parameter optimization and constructed the RF-LSMA-SVM model to enhance the classification ability 

of credit risk rating [11–14]. The RAROC (risk-adjusted return) model, a significant tool in credit rating, calculates the 

default probability of enterprises and formulates credit strategies accordingly [15-17]. Researchers have compared the 

three feature selection methods of logistic regression, AIC-Logistic regression and BIC-Logistic regression, and selected 

the logistic regression model with the best AUC and accuracy rate to construct the personal credit risk assessment index 

system [18–21]. In research on the application of decision tree models in credit rating, by selecting the top 10 important 

features and comparing the performance of the tree-based model with that of a multi-layer artificial neural network 

during the modelling process, the tree-based model was found to be more stable [22, 23]. When comparing the 

performance of various classification algorithms enabled by Bolasso with other baseline feature selection methods in 

credit ratings, Bolasso demonstrated impressive feature stability, and the BSRF model outperformed other methods in 

terms of AUC and accuracy, effectively improving the lender’s decision-making process [24, 25]. 

Small and medium-sized enterprises (SMEs) have a large scale and are full of innovative vitality. They are an 

important component and core driving force of China's economic and social development, playing a crucial role in 

promoting market prosperity and economic growth, supporting export earnings, expanding employment, and promoting 

technological innovation [26]. However, due to factors such as the small scale and low market share of small and 

medium-sized enterprises, it is difficult to meet the conditions for direct financing. Therefore, in the financing process, 

they mainly rely on indirect financing, such as commercial bank loans [27]. Therefore, it is particularly important for 

banks to measure credit risk and rate the creditworthiness of SMEs. The credit risk assessment of SMEs should not be 

conducted solely from a financial perspective but should also take into consideration the credit and reputation of their 

actual controllers [28, 29]. There are many empirical studies on credit risk measurement for small and medium-sized 

enterprises. For example, some researchers have properly and reasonably evaluated the microloans of rural commercial 

banks based on the Probit model and the Logistic model. The final results show that the debt-to-asset ratio, current ratio, 

quick ratio, return on total assets, cash-to-debt ratio, corporate credit status, employee age, and corporate size will have 

different degrees of impact on the risk factors of microloans [30-33]. Some studies have rationally constructed credit 

risk assessment models through various aspects such as net profit growth rate, effective transaction rate, and profit 

margin. At the same time, they have rationally quantified internal credit risks of enterprises and effectively provided 

actual credit loan strategies for banks [34, 35]. 

Small and medium-sized enterprises are important economic entities in China, but compared with large enterprises, 

their financial management capabilities and financial data openness are relatively low. Many small and medium-sized 

enterprises have almost no complete and accurate financial data records and reports, which directly affects the bank's 

assessment of their credit risk. Therefore, one of the innovations of this study is to use the transaction bill information 

of upstream and downstream enterprises to measure the credit risk level of small and medium-sized enterprises. In 

addition, another innovation of this study is that it is based on the traditional decision tree model, improves the traditional 

decision tree model, adds a regular term function to the original model to restrain the complexity of the decision tree, 

uses the integrated learning idea to stack multiple decision tree models (weak classifiers), and performs iterative 

optimization based on the gradient descent algorithm to obtain the final integrated model (strong classifier). Based on 

the supervised learning model, a credit risk assessment model with default probability as the objective function is 
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established, and the default probability of 120 enterprises (with credit records) is solved to obtain the credit risk of each 

enterprise. Therefore, this research first establishes a corporate credit rating model based on the improved gradient 

descent decision tree algorithm and then trains the model using the collected data. Then the bank’s specific optimal credit 

strategy for enterprises is determined. The final result shows the optimal expected return value of the bank, which is a 

promising outcome of this research. It establishes a nonlinear programming model for credit strategies, such as whether 

to lend, loan limit interest rate, and term. 

The subsequent sections of this paper are organized as follows: Section 2 introduces the data and variables for this 

study and provides identification and meaning for each variable. In Section 3, the models used in this paper are 

introduced. Analysis of results is in Section 4, followed by our conclusions and discussion stemming from this research 

in Section 5 and Section 6. 

2- Data and Variables 

2-1- Data 

This research focuses on small, medium, and micro enterprises in China and collects data on related enterprises from 

2016 to 2019. The data was sourced from the Wind database, and the data is based on daily data. Those enterprises had 

credit record data, including default and reputation ranking. This research does not consider invalid invoice data and 

directly excludes it. 

2-2- Variables 

In order to more scientifically evaluate the credit risk of small and medium-sized enterprises, the selection of credit 

risk evaluation indicators should follow the principles of comprehensiveness, objectivity, independence, and 

scrupulously consider the impact of various aspects on enterprise credit risk. This article underscores the importance of 

objectivity in the selection of credit risk evaluation indicators, ensuring a fair and impartial assessment. Seven refined 

variables, including enterprise scale (𝑥1), average profit of the enterprise (𝑥2), average annual profit margin of enterprises 

(𝑥3), average annual profit growth rate of enterprises (𝑥4), average sales growth rate of enterprises (𝑥5), enterprise service 

or product quality (𝑥6), reputation rating (𝑥7), are selected as measurement variables for risk assessment of small and 

medium-sized enterprises. The definitions and symbols of relevant variables are shown in Table 1. 

Table 1. Definitions and symbols of relevant variables 

Symbol Definition and Description Unit 

𝑗 Enterprise 𝑗  

𝑘𝑗 The expected returns of j Bank for all customer enterprises with different credit ratings 𝑘 yuan 

𝑍 The expected return of the bank on the all-customer enterprise j yuan 

𝑡𝑗  The expected return of the bank on the current customer enterprise j yuan 

𝐴𝑗 Possible loan amount for enterprise j yuan 

𝐵𝑗 The actual loan amount of enterprise j yuan 

𝑦𝑗 Indicator for determining whether the bank has lent to existing customer enterprises  

𝑖𝑗 Enterprise j loan interest rate % 

𝑃𝑗 The repayment probability of enterprise j  

𝑞𝑗 The probability of customer churn in enterprise j  

𝑀𝑗 The customer churn value of enterprise j  

d Annual total credit amount of the bank yuan 

𝑅𝑗 The default probability of enterprise j % 

𝑥1 Enterprise scale  

𝑥2 Average profit of the enterprise yuan 

𝑥3 Average annual profit margin of enterprises yuan 

𝑥4 Average annual profit growth rate of enterprises  

𝑥5 Average sales growth rate of enterprises  

𝑥6 Enterprise service or product quality  

𝑥7 Reputation rating  



Emerging Science Journal | Vol. 9, No. 4 

Page | 1834 

3- Research Methodology 

3-1- Random Forest 

Random Forest is an ensemble learning algorithm that combines multiple decision trees. It introduces randomness 

and ensemble strategies to accurately model nonlinear complex problems. It is widely used in credit risk assessment and 

credit strategy formulation. Its essence is to combine multiple decision trees into a strong classifier or regression model 

to improve the accuracy and robustness of prediction. 

The algorithm process of Random Forest, known for its efficiency, mainly includes two parts: randomness 

introduction and ensemble prediction. First, several training set subsets are generated by bootstrap sampling technology. 

Assuming that the original training set is 𝐷 = {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑛 , 𝑦𝑛)}, Random Forest generates 𝐵 training 

subsets 𝐷1, 𝐷2, … , 𝐷𝐵  by sampling D with replacement B times. The number of samples in each subset is the same as 

that of the original data set, but may contain duplicate samples. Based on these subsets, B decision trees are constructed. 

In the node division process of each decision tree, Random Forest introduces a systematic approach to feature 

selection. In the division of a certain node, all features 𝐹 are no longer considered, but a feature subset 𝐹′ ⊂ 𝐹 is selected 

in a systematic manner, and then the optimal split point of each feature in the subset is calculated. Assuming that the 

sample set of the current node is 𝑆, the split point 𝑡 of feature 𝑓𝑗 can be measured by information gain 𝛥𝐻 or Gini index 

𝛥𝐺: 

The information gain calculation formula is: 

Δ𝐻(𝑆, 𝑓𝑗) = 𝐻(𝑆) − (
|𝑆1|

|𝑆|
𝐻(𝑆1) +

|𝑆2|

|𝑆|
𝐻(𝑆2))  (1) 

where 𝐻(𝑆) = −∑  𝑐∈𝐶 𝑝𝑐log2⁡(𝑝𝑐), 𝑝𝑐 represents the sample proportion of category 𝐶, 𝑆1, 𝑆2 are the two child node 

sample sets after splitting. 

The Gini index calculation formula is: 

Δ𝐺(𝑆, 𝑓𝑗) = 𝐺(𝑆) − (
|𝑆1|

|𝑆|
𝐺(𝑆1) +

|𝑆2|

|𝑆|
𝐺(𝑆2))  (2) 

where 𝐺(𝑆) = 1 − ∑  𝑐∈𝐶 𝑝𝑐
2. 

The optimal splitting feature and splitting point of the current node are determined by the above criteria, and the 

decision tree is recursively generated until the stopping condition is met. In the prediction stage, the random forest 

generates the final prediction by integrating the output results of each decision tree. For classification problems, the 

voting method, a powerful technique, is used to combine the predictions of individual trees: 

𝑦̂ = mode{𝑦̂(1), 𝑦̂(2), … , 𝑦̂(𝐵)}  (3) 

where 𝑦̂(𝑖) is the prediction result of the 𝑖-th tree, and mode represents the mode of the voting results. For regression 

problems, the mean method is used: 

𝑦̂ =
1

𝐵
∑  𝐵
𝑖=1 𝑦̂(𝑖)  (4) 

Random forests also have an important feature: assessing feature importance. Feature importance is calculated based 

on the contribution when the tree splits, and the cumulative value of information gain or Gini index is usually used to 

measure the importance of the feature 𝑓𝑗: 

𝐼(𝑓𝑗) = ∑  𝑡∈𝑇 Δ𝐻(𝑆𝑡 , 𝑓𝑗)  (5) 

where 𝑇 is the set of all nodes containing 𝑓𝑗. 

3-2- AdaBoost Integrated Learning Algorithm 

Adaptive Boosting (AdaBoost) is a typical ensemble learning algorithm. Its primary function is to construct a strong 

learner with stronger overall performance by combining multiple weak learners (weak learners) whose performance is 

slightly higher than random guessing. This combination is usually achieved by weighted voting (classification tasks) or 

weighted averaging (regression tasks), and the distribution of weights is based on the performance of each weak learner 

on the training data. The adaptability of AdaBoost is reflected in its mechanism for dynamically adjusting sample 

weights: for samples misclassified by the previous round of base classifiers, their weights will be improved in the next 

round of training, thus guiding subsequent weak learners to pay more attention to these difficult-to-classify samples. 

This gradual adjustment strategy allows the algorithm to iteratively optimize the overall performance of the final model 

and significantly reduce training errors. 
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Specifically, for the given training data set (𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑁 , 𝑦𝑁), where 𝑥𝑖 represents the feature vector and 

𝑦𝑖 ∈ {−1,+1} represents the corresponding label , AdaBoost first initializes the weight of each sample to be equally 

distributed, that is: 

𝑤𝑖
(1)

=
1

𝑁
, ∀𝑖 = 1,2,… , 𝑁  (6) 

where 𝑤𝑖
(1)

 represents the weight of the 𝑖𝑡ℎ sample in the iteration. Next, the algorithm trains a weak learner ℎ𝑡(𝑥) in 

each iteration and calculates its classification error 𝜖𝑡: 

𝜖𝑡 = ∑  𝑁
𝑖=1 𝑤𝑖

(𝑡)
⋅ 𝐼(ℎ𝑡(𝑥𝑖) ≠ 𝑦𝑖)  (7) 

where 𝐼(⋅) is an indicator function, which takes the value of 1 when the condition is met and 0 otherwise. If 𝜖𝑡 > 0.5, it 

means that the performance of the current weak learner is not as good as random guessing, and the training needs to be 

terminated or the model needs to be re-adjusted. In order to measure the contribution of the weak learner, AdaBoost 

calculates its weight coefficient 𝛼𝑡 ⁡based on 𝜖𝑡, as follows: 

𝛼𝑡 =
1

2
ln⁡ (

1−𝜖𝑡

𝜖𝑡
)  (8) 

𝛼𝑡 reflects the classification ability of the weak learner. When 𝜖𝑡 is small (the weak learner has better performance), the 

corresponding weight 𝛼𝑡 is large. 

Subsequently, AdaBoost increases its attention to the misclassified samples by updating the sample weight 

distribution. The specific update formula is: 

𝑤𝑖
(𝑡+1)

= 𝑤𝑖
(𝑡)

⋅ exp⁡(𝛼𝑡 ⋅ 𝐼(ℎ𝑡(𝑥𝑖) ≠ 𝑦𝑖))  (9) 

And normalize all weights: 

𝑤𝑖
(𝑡+1)

=
𝑤𝑖
(𝑡+1)

∑  𝑁
𝑗=1𝑤𝑗

(𝑡+1)  (10) 

This weight update mechanism ensures that samples misclassified by the current weak classifier have higher 

importance in the next round of training, thereby guiding the newly trained weak learners to focus on these difficult-to-

classify samples. 

After 𝑇 rounds of iterations, AdaBoost weights all weak learners according to their weight coefficients 𝛼𝑡 to obtain 

the final strong classifier 𝐻(𝑥): 

𝐻(𝑥) = sign⁡(∑  𝑇
𝑡=1 𝛼𝑡 ⋅ ℎ𝑡(𝑥))  (11) 

This weighted voting mechanism integrates the individual strengths of weak learners to form a strong learner with 

higher classification accuracy. 

3-3- Based on the Improved Decision Tree Algorithm 

This paper improves the original decision tree algorithm model and establishes a credit risk model to further improve 

the prediction accuracy of the gradient-boosting decision tree algorithm. Assuming that the default probability of credit 

repayment characterizes a company's credit risk, denoted as R, based on the various evaluation indicators considered 

earlier, the default probability of credit repayment for each company can be expressed as Equation 12. 

𝑅𝑗 = 𝜑(𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5, 𝑥6, 𝑥7)  (12) 

The optimization function can be expressed as follow: 

𝑅𝑗 = 𝜑(𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5, 𝑥6, 𝑥7) = ∑  𝑛
𝑖=1 𝑙 (𝑦𝑖 , 𝑦̂𝑖

(𝑡−1) + 𝑓𝑡(𝑥𝑖)) + 𝛿(𝑓𝑡) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  (13) 

From Equation 13, 𝑙 is the loss function, 𝛿(𝑓𝑡) is the regularizerconstant is the constant term. The objective function 

construction and the specific iterative calculation process of the algorithm are as follows:  

Step 1: Build a single decision tree  

Let 𝑓(𝑥𝑖) be a decision tree function, and the number of leaf nodes is 𝑇. Then the decision tree feature selection is 

performed based on the information gain method. For the decision tree, assuming that the current node is denoted as 𝐶, 
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the left child node after the split is denoted as 𝐿, and the right child node is denoted as 𝑅, then the benefit of the split is 

defined as the difference between the objective function value of the current node and the sum of the objective function 

values of its left and right child nodes. The sum of the objective function values for the left and right child nodes is given 

by Equation 14. 

𝐺𝑎𝑖𝑛 = 𝑓𝐶 − 𝑓𝐿 − 𝑓𝑅  (14) 

In the process of generating a decision tree, the features with the greatest benefit are selected as branches. 

Step 2: Based on the additive model, build an ensemble learning decision tree 

After establishing a single decision tree model, based on the idea of ensemble learning, multiple decision trees (weak 

classifiers) are integrated. This article uses an additive model to obtain a strong classifier. At this time, the objective 

function is an additive model composed of 𝐾 trees as Equation 15. 

𝑦̂𝑙 = ∑  𝐾
𝑘=1 𝑓𝑘(𝑥𝑖), 𝑓𝑘𝜖𝐹  (15) 

where 𝑓 is the kth decision tree, and then the Boosting algorithm is used to train and learn the model. Since the learning 

model is an additive model, the Boosting algorithm can learn the model from front to back, learning only one basis 

function and its coefficients (structure) at each step, gradually approaching the optimization objective function, and thus 

simplifying the complexity of the operation. The method starts with a constant prediction and learns, resulting in 

Equations 16 to 19. 

𝑦̂𝑖
0 = 0  (16) 

𝑦̂𝑖
1 = 𝑓1(𝑥𝑖) = 𝑦̂𝑖

0 + 𝑓1(𝑥𝑖)  (17) 

𝑦̂𝑖
2 = 𝑓1(𝑥𝑖) + 𝑓2(𝑥𝑖) = 𝑦̂𝑖

1 + 𝑓2(𝑥𝑖)  (18) 

𝑦̂𝑖
𝑡 = ∑  𝑡

𝑘=1 𝑓𝑘(𝑥𝑖) = 𝑦̂𝑖
𝑡−1 + 𝑓𝑡(𝑥𝑖)  (19) 

At step t, its objective function can be written as Equation 20. 

𝑅𝑗
𝑡 = ∑  𝑛

𝑖=1 𝑙(𝑦𝑖 , 𝑦̂𝑖
𝑡) = ∑  𝑛

𝑖=1 𝑙(𝑦𝑖 , 𝑦̂𝑖
𝑡−1 + 𝑓𝑡(𝑥𝑖))  (20) 

On the other hand, from the second-order expansion of Taylor’s formula at point x, Equation 21 is obtained. 

𝑓(𝑥 + Δ𝑥) ≈ 𝑓(𝑥) + 𝑓′(𝑥)Δ𝑥 +
1

2
𝑓″(𝑥)Δ𝑥2  (21) 

Then the above formula is transformed into Equation 22. 

𝑅𝑗
𝑡 = ∑  𝑛

𝑖=1 [𝑙(𝑦𝑖 , 𝑦̂𝑖
𝑡) + 𝑔𝑖𝑓𝑡(𝑥𝑖) +

1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖)]  (22) 

The loss function l selected in this article is the square loss function, and the objective function is Equation 23. 

𝑅𝑗
𝑡 = ∑  𝑛

𝑖=1 (𝑦𝑖 − (𝑦̂𝑖
𝑡−1 + 𝑓𝑡(𝑥𝑖)))

2 = ∑  𝑛
𝑖=1 [2(𝑦̂𝑖

𝑡−1 − 𝑦𝑖)𝑓𝑡(𝑥𝑖) + 𝑓𝑡(𝑥𝑖)
2]  (23) 

In Equation 23, (𝑦̂𝑖
𝑡−1 − 𝑦𝑖) is the residual. When using the square loss function, the integrated decision tree 

continuously fits the model by fitting the residual in the previous step model.  

Step 3: Based on regular optimization, improved gradient descent decision tree model  

Let 𝑓(𝑥𝑖) be a decision tree function, and the number of leaf nodes is 𝑇. In order to avoid overfitting problems in the 

decision tree, this article adds regular terms to the original decision tree model. The complexity of the decision tree is 

expressed by the regular term as in Equation 24. 

𝛿(𝑓𝑡) = 𝛾𝑇 +
1

2
𝜆 ∑  𝑇

𝑗=1 𝑤𝑗
2  (24) 

Then at step 𝑡, its objective function can be written as Equation 25. 

𝑅𝑗
𝑡 = ∑  𝑛

𝑖=1 𝑙(𝑦𝑖 , 𝑦̂𝑖
𝑡) + ∑  𝑡

𝑖=𝑖 𝛿(𝑓𝑖) = ∑  𝑛
𝑖=1 𝑙(𝑦𝑖 , 𝑦̂𝑖

𝑡−1 + 𝑓𝑡(𝑥𝑖)) + 𝛿(𝑓𝑡) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  (25) 
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For a single decision tree, define the set 𝐼𝑗 = {𝑖|𝑞(𝑥𝑖) = 𝑗} is the set of all training samples divided into leaf nodes. 

Then Equation 22 can be reorganized into the sum of T independent quadratic functions according to the leaf nodes of 

the tree, Equation 26 is obtained. 

𝑅𝑗
𝑡 = ∑  𝑛

𝑖=1 [𝑔𝑖𝑤𝑞(𝑥𝑖) +
1

2
ℎ𝑖𝑤𝑞(𝑥𝑗)

2 ] + 𝛾𝑇 +
1

2
𝛾 ∑  𝑇

𝑗=1 𝑤𝑗
2 = ∑  𝑇

𝑗=1 [(∑  𝑖𝜖𝑙 𝑔𝑖)𝑤𝑗 +
1

2
(∑  𝑖𝜖𝑙𝑗

ℎ𝑖 + 𝜆)𝑤𝑗
2] + 𝛾𝑇  (26) 

Definition 𝐺𝑗 = ∑  𝑖𝜖𝐼𝑗
𝑔𝑖 , 𝐻𝑗 = ∑  𝑖𝜖𝐼𝑗

ℎ𝑡 ,Then Equation 26 can be expressed as Equation 27. 

𝑅𝑗
𝑡 = ∑  𝑇

𝑗=1 [𝐺𝑖𝑤𝑗 +
1

2
(𝐻𝑖 + 𝜆)𝑤𝑗

2] + 𝛾𝑇  (27) 

Find the first derivative of Equation 27 and set the first derivative equal to 0, leading to Equation 28. 

𝑤𝑗
∗ = −

𝐺

𝐻𝑗+𝜆
  (28) 

Then the value of the objective function at this time is Equation 19. 

𝑅𝑗
𝑡 = −

1

2
∑  𝑇
𝑗=1

𝐺𝑗
2

𝐻𝑗+𝜆
+ 𝛾𝑇  (29) 

From this, the income for each decision tree split is Equation 30. 

𝐺𝑎𝑖𝑛 =
1

2
[

𝐺𝐿
2

𝐻𝐿+𝜆
+

𝐺𝑅
2

𝐻𝑅+𝜆
−

(𝐺𝐿+𝐺𝑅)
2

𝐻𝐿+𝐻𝑅+𝜆
] − 𝛾  (30) 

At each iteration, the profit and loss are calculated through Equation 30, a new decision tree is generated based on 

the principle of maximum benefit, and the predicted value corresponding to each leaf node is calculated through Equation 

29, and the newly generated decision tree 𝑓𝑡(𝑥) is added to the model again, as in Equation 31. 

𝑦̂𝑖
𝑡 = 𝑦̂𝑖

𝑡−1 + 𝑓𝑡(𝑥𝑖)  (31) 

Through the above process, iteration is continued, and each iteration generates a weak classifier. Each weak classifier 

is trained on the basis of the residuals of the previous classifier. In this way, iteration is continued until the target accuracy 

is reached. The model’s iteration flow chart is as shown in Figure 1. 

Data samples

Constructing a decision tree model one

(weak classifiers)

Constructing a decision tree model two

(weak classifiers)

Constructing a decision tree model three

(weak classifiers)

Training Model one Determining weight one

Determining weight two

Determining weight three

Training Model two

Training Model three

Optimization Models

Gradient descent iteration

Gradient descent iteration

 

Figure 1. Model iteration flowchart 

The Gradient Descent Decision Tree (GDDT) algorithm, when compared to traditional decision tree algorithms like 

C4.5 and ID3 in the context of credit risk assessment, exhibits notable strengths and weaknesses. One of its key 

advantages is its ability to handle complex, nonlinear relationships between borrower characteristics and credit risk. 

Unlike ID3 and C4.5, which rely on heuristic criteria such as information gain or gain ratio for splitting, GDDT employs 

gradient-based optimization, allowing it to capture intricate dependencies within financial data. Moreover, GDDT's 

robustness to high-dimensional and noisy datasets is a significant advantage, particularly in credit risk assessment, where 

data can include extensive financial indicators and transaction histories. This robustness provides a sense of reassurance 

to data scientists and financial analysts, as it ensures the algorithm's applicability to their work. The built-in regularization 

mechanisms in GDDT, such as L1 and L2 penalties, help mitigate overfitting—an issue that ID3 and C4.5 often face, as 

they require post-hoc pruning to control model complexity [36-39].  

Furthermore, GDDT is well-suited for handling imbalanced datasets, a common challenge in credit scoring where 

defaults are far less frequent than non-defaults; by adjusting sample weights, it ensures that minority classes receive 

adequate attention, unlike traditional decision trees that may be biased toward majority classes. Lastly, GDDT seamlessly 

integrates into ensemble learning frameworks such as Gradient Boosting Machines (GBM), XGBoost, and LightGBM, 

significantly enhancing predictive accuracy over standalone decision trees. However, GDDT also has notable limitations. 

It is computationally more expensive, requiring multiple iterations over data, whereas ID3 and C4.5 operate in a single-

pass manner, making them faster and more efficient for smaller datasets. Additionally, GDDT is hyperparameter-
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sensitive, necessitating careful tuning of learning rates, tree depth, and regularization parameters, whereas traditional 

decision trees have fewer tuning requirements. Another major drawback is its lack of interpretability; while ID3 and 

C4.5 produce clear, transparent decision paths, GDDT generates complex tree structures that often require advanced 

techniques such as SHAP values for explanation—an important consideration in financial applications where regulatory 

compliance demands explainability. Lastly, GDDT can overfit small or noisy datasets if not properly regularized, 

whereas C4.5, with its built-in pruning, can sometimes generalize better in such scenarios. Ultimately, while GDDT 

offers superior predictive performance in credit risk assessment, traditional decision trees may still be preferable in 

situations requiring speed, transparency, and ease of implementation. 

Handling feature selection and dimensionality reduction, particularly when integrating financial and non-financial 

variables into the risk model, requires addressing scaling differences, categorical encoding, and feature interactions. The 

role of scaling methods is crucial in ensuring comparability between financial and non-financial data. Continuous 

financial features are standardized using Min-Max scaling or Z-score normalization, preventing skewed influences from 

variables with larger magnitudes. Meanwhile, non-financial qualitative factors are processed using target encoding or 

embedding representations, enhancing their predictive power while preserving their categorical nature. Since traditional 

decision trees struggle to capture complex feature interactions, Gradient Descent Decision Tree (GDDT) leverages 

gradient-based optimization to automatically learn intricate relationships between financial and behavioral risk 

indicators. 

3-4- Credit Strategy Model-Based on Nonlinear Programming Algorithm 

Step 1: Loan lines are divided based on the company’s operating income  

This research examines the bank's loan limit for each loanable enterprise, which ranges from 0.1 to 1 million yuan. 

To effectively manage bank lending risks and ensure greater bank loan profits, it is imperative for banks to provide 

different loan amounts to enterprises of different sizes and strengths. This approach, which tailors loans to the specific 

needs of each enterprise, is a key strategy for banks. Most banks estimate the future capital needs of each company based 

on the company’s operating income, capital turnover rate, and other indicators, and then grant corresponding loan 

amounts, usually 10% to 20% of the company’s operating income. This article focuses on the operating income and scale 

classification of enterprises in various industry categories, using the operating income of enterprises in most industry 

categories as a benchmark to divide the loan quotas of enterprises of different sizes. Our research is centered on small, 

medium, and micro enterprises, with large-scale enterprises not considered. The size classification of individuals is 

retained based on the data characteristics, as shown in Table 2. 

Table 2. Loan Limits for Enterprises of Different Sizes 

The size of the enterprise The maximum amount of the loan/yuan 

Big — 

middle 1 million 

Small 1 million 

Micro 0.6 million 

Individual 0.4 million 

Step 2: Divide customer churn value based on business size  

In this study, bank loan interest rates influence the customer churn rate. For a bank, the more customers it loses, the 

more future loan income it will lose from these customers, and the more it will affect the bank’s reputation. However, 

it's important to note that the potential for introduction and development is significant, and managing customer churn 

effectively can lead to new opportunities. The cost of attracting new customers to the bank is also the loss caused by the 

loss of customers. In order to better measure the impact of lost customers on bank loan income, this article introduces 

the concept of customer loss value, based on the maximum loan income that the size and strength of the lost customer 

can bring to the bank, whichever amount of 10% to 25% can approximate its customer churn value. Enterprises of 

different sizes have different customer churn values, as shown in Table 3. 

Table 3. Customer churn value for businesses of different sizes 

The size of the enterprise The maximum amount of the loan/yuan 

Big — 

middle 10000 

Small 5000 

Micro 2000 

Individual 1000 
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Step 3: Do not grant loans to companies with a high probability of default 

In the credit risk assessment model, the default probability of each enterprise has been obtained. When the default 

probability of the enterprise is too high, the enterprise is very likely to fail to repay, causing the bank to suffer losses. 

Therefore, this research uses the bank's expected return 𝑡𝑗⁡for its current customer company j to measure the company's 

credit risk. Let 𝐴𝑗 be the loan amount of the enterprise, 𝑖𝑗 be the enterprise loan interest rate, and 𝑃𝑗 be the repayment 

probability of the enterprise. Equation 32 is obtained. 

𝑡𝑗 = 𝐴𝑗 ⋅ 𝑖𝑗 ⋅ 𝑃𝑗 − 𝐴𝑗 ⋅ 0.22 ⋅ (1 − 𝑃𝑗)  (32) 

Suppose 𝑡𝑗 ≤ 0, The company is considered to have a high risk of default and the bank will not lend, and 𝑦𝑗 =
0.Suppose 𝑡𝑗 > 0, It is believed that the risk of default of the company is low, and the bank lends, and 𝑦𝑗 = 1. 

This formula represents the expected repayment amount of Enterprise J’s loan after one year and the expected income 

that the bank can obtain. If the enterprise does not default and repays normally, the bank can get the profit of the loan 

amount, which is the income; if the enterprise defaults and cannot repay normally, the bank will suffer a greater loss. 

Considering that corporate default does not mean complete non-repayment of principal and interest, and small and micro 

enterprises have a higher probability of default, if calculated based on the total loss of principal and interest, almost all 

small and micro enterprises will have negative income expectations and cannot be issued loans. Therefore, this article 

refers to people's bank of China standard. Based on previous research, the one-year average loan default loss rate of 0.22 

was selected for calculation. This rate was chosen to avoid defaulting to a complete loss of loans, which would lead to 

too many companies with high default risks and being unable to issue loans. Therefore, the final loan amount of the 

enterprise is expressed as 𝐵𝑗 , then Equation 33 is obtained. 

𝐵𝑗 = 𝐴𝑗 ⋅ 𝑦𝑗  (33) 

Only then will the bank lend to the enterprise and set a specific loan amount and interest rate. 

Step 4: Bank's credit strategy model 

The development of the bank's credit strategy model will begin. Banks are not allowed to lend to enterprises with a 

credit rating of 𝐷, and are not allowed to lend to enterprises with a high probability of default. Establishing a credit 

disbursement strategy model based on nonlinear programming algorithm. The bank's credit strategy is shown in Figure 

2. 

Bank credit strategy

Non-lending 

enterprises

Money lender

Too low a 

reputation

Better reputation

High probability 

of default

Lower probability of default

Credit rating of D

Negative 

theoretical returns

Concrete strategy Refuse to lend

Credit rating not D

Positive 

theoretical returns

Loan size 

Loan rate

Loan term

Concrete strategy

 

Figure 2. The bank’s credit strategy 

For a bank, lending to different enterprises aims to maximize loan returns while minimizing customer churn and 

default risk. This way, the bank can obtain relatively stable and generous loan returns, as well as a stable customer base, 

which is conducive to the development and profitability of the bank's business. Therefore, this paper establishes a multi-

objective programming model with the goals of maximizing loan returns, minimizing customer churn rates, and 

minimizing customer default risks. Based on the known conditions and assumptions of the problem, the planning model 

needs to meet the following constraints: 

(1) Banks have a specific limit on the loan amount for different enterprises, and the total loan amount for all 

enterprises does not exceed the bank's loan limit. 

(2) Banks have a specific range of loan interest rates for different enterprises. 

(3) Banks can decide whether to lend to enterprises with different default risks. 

(4) Customer churn in banks can cause certain losses to expected returns, and the value of customer churn varies 

among enterprises of different scales.  

The final objective function is Equation 34. 
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𝑚𝑎𝑥𝑍 = ∑  120
𝑗=1 𝑦𝑗[𝐴𝑗 ⋅ 𝑖𝑗 ⋅ (1 − 𝑅𝑗) − 𝐴𝑗 ⋅ 0.22 ⋅ 𝑅𝑗](1 − 𝑞𝑗) − 𝑀𝑗 ⋅ 𝑞𝑗  (34) 

The constraints that need to be met are Equations 35 to 43: 

∑  120
𝑗=1 𝐴𝑗 ≤ 𝑑  (35) 

10 ≤ 𝐴𝑗 ≤ 𝐸𝑗  (36) 

0.04 ≤ 𝑖𝑘𝑗 ≤ 0.15  (37) 

𝑡𝑗 = 𝐴𝑗 ⋅ 𝑖𝑗 ⋅ 𝑃𝑗 − 𝐴𝑗 ⋅ 0.22 ⋅ (1 − 𝑃𝑗)  (38) 

𝑦𝑗 = {
0, 𝑡𝑗 ≤ 0

1, 𝑡𝑗 > 0
)  (39) 

𝑞 = 𝑓(𝑖)  (40) 

𝑀 = 𝜂(𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5, 𝑥6, 𝑥7)  (41) 

𝑅 = 𝜙(𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5, 𝑥6, 𝑥7)  (42) 

𝑃 + 𝑅 = 1  (43) 

where; 𝑀,𝑃, 𝑅, 𝐸 representing customer churn value, enterprise repayment probability, enterprise default probability, 

and maximum loan limit respectively. 

Equation 34 ensures that even if the loan interest rate is high, if the default risk is too great, it will still be subject to 

punitive adjustments, preventing banks from adopting overly aggressive credit strategies. Equation 35 ensures that the 

bank's total loan amount does not exceed its available funds, preventing liquidity risk. Equation 36 limits the size of 

loans and prevents banks from granting excessive credit to a single enterprise. Equation 37 limits the range of loan 

interest rates, ensuring that the loan business is profitable but does not cause borrowers to default due to excessively 

high interest rates. Equation 38 measures the net return on lending while taking default risk into account, allowing banks 

to screen out truly profitable loans. Equation 39 allows only profitable loans to be approved, ensuring that the bank does 

not increase its bad debt ratio due to unprofitable loans. Equation 43, the sum of the loan repayment probability and the 

default probability must be 1 to ensure the rationality of the credit risk assessment and can be adjusted according to the 

market environment. Equation 41 and Equation 42 can dynamically adjust credit risk forecasts based on macroeconomic 

indicators, corporate financial conditions, market fluctuations and other factors to improve the adaptability of decision-

making. The nonlinear programming model finds the best balance between maximizing loan returns and minimizing 

credit risk through constrained optimization. At the same time, its dynamic adjustment framework ensures real-time 

optimization based on market conditions and financial risks, making it a robust credit risk assessment tool and improving 

the bank's long-term profitability and risk resistance. 

4- Analysis of Results 

4-1- Simulation 

This study, conducted with meticulous attention to detail, evaluated various models to compare their performance 

in handling imbalanced datasets, a common challenge in credit risk assessment and other classification problems. 

Imbalanced data often lead to biased model predictions, favoring the majority class, necessitating robust techniques 

and performance evaluation metrics to ensure fair and reliable model performance. To conduct a thorough analysis, 

the data was divided into training and test sets using three different ratios—70%, 80%, and 90% for training, with 

the remaining portions used for testing. Careful attention was given to ensuring the consistency of each test set to 

maintain the validity and comparability of results across different experimental conditions. The first phase of the 

evaluation involved using 70% of the data for training. Four machine learning algorithms were employed: the 

gradient descent decision tree algorithm, the AdaBoost algorithm, the Random Forest algorithm, and the traditional 

decision tree algorithm. In particular, the reason for model the AdaBoost algorithm was chosen for comparison is 

that its effectiveness in enhancing weak learners, particularly decision trees, and its widespread application in 

imbalanced classification problems, such as credit risk assessment. AdaBoost works by iteratively adjusting the 
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sample weights, focusing more on misclassified instances, which is highly relevant in credit risk scenarios where 

default cases are often underrepresented [40-42].  

This makes it a strong benchmark for evaluating the Gradient Descent Decision Tree (GDDT) algorithm, which also 

aims to improve classification accuracy through iterative optimization. Moreover, when comparing model 

interpretability, AdaBoost, like other ensemble methods, constructs a series of weak classifiers, making it less transparent 

than a single decision tree model, although still more interpretable than deep learning approaches. The results suggest 

that AdaBoost performs well in cases with moderate data complexity, but GDDT offers better adaptability to feature 

interactions and dataset variability, making it a more robust choice for credit risk assessment tasks requiring precision, 

scalability, and stability. 

These models were chosen for their varying classification and ensemble learning approaches, each offering unique 

strengths in managing complex datasets. During this phase, each model's training time and predictive performance were 

meticulously recorded. Tracking training time provided insights into computational efficiency, a crucial factor in real-

world applications where resource constraints may impact model selection. The performance was evaluated using the 

area under the receiver operating characteristic (ROC) curve (AUC), a widely accepted metric for assessing a model’s 

ability to distinguish between classes. A higher AUC value indicates superior classification performance, demonstrating 

the model’s effectiveness in balancing sensitivity and specificity. In the next stage, the training set was increased to 80% 

of the total data, and the same four algorithms were trained and evaluated. The use of a more extensive training set aimed 

to improve model generalization by providing more data points for learning patterns. The steps from the first phase were 

repeated, with training time and AUC values again recorded to measure changes in model performance. Analyzing the 

impact of additional training data on performance highlights each algorithm's scalability and learning capacity. For some 

models, increased training data may significantly improve predictive accuracy. 

In contrast, for others, diminishing returns may be observed if the model complexity or structure limits its learning 

potential. Finally, the training set was expanded to 90% of the total data, with the same process repeated for all four 

models. This final phase provided insights into the performance trade-offs when using an extensive training set, where 

the test set size reduction may influence the evaluation metrics' robustness. The consistency of test set results remained 

a priority to ensure reliable comparisons across all experiments. A comprehensive understanding of how different data 

proportions impact model performance was obtained by calculating the AUC values for each model using the 70%, 80%, 

and 90% training set splits. 

Figure 3 illustrates the ROC curves for each model across the different training set ratios, with the area under each 

curve serving as the primary performance indicator. The ROC curve visually represents a model’s actual positive rate 

(sensitivity) against its false positive rate (1-specificity) at various threshold settings. The closer the curve approaches 

the top-left corner, the better the model’s classification capability. A model with an AUC value close to 1.0 is considered 

highly effective, while an AUC near 0.5 indicates poor performance, comparable to random guessing . 
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Figure 3. Comparison of results of different models with different proportions of training samples 

The ROC curve represents the relationship between the true positive rate (TPR) and the false positive rate (FPR) of 

the classification model under all possible classification thresholds. The calculation formulas for the true positive rate 

and false positive rate are: 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (43) 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
  (44) 

Among them, TP represents true positive examples, FN represents false negative examples, FP represents false 

positive examples, and TN represents true negative examples. The AUC value is the area under the ROC curve, and its 

value range is between 0 and 1. The larger the AUC value, the better the model performance. 

For model training under different training set ratios, the number of samples in the training set 𝑁train is first calculated. 

and the number of samples in the test set 𝑁test, where 𝑁train is 70%, 80%, and 90% of the number of samples in the 

training set, respectively, and 𝑁test = 𝑁total −𝑁train, where 𝑁total is the total number of samples in the data set. 

Through these training and evaluation steps, The AUC values of each model under different training set ratios are 

recorded. Assuming that the training set ratio is 𝑝 ∈ {70%, 80%, 90%}, the corresponding AUC value can be expressed 

as: 

AUCmodel(𝑝) = ∫  
1

0
𝑇𝑃𝑅(𝑝)𝑑𝐹𝑃𝑅(𝑝)  (45) 
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Finally, the experimental results show that the AUC value of the gradient descent decision tree algorithm reaches 

0.99 under 70% and 80% training set ratio, which is higher than the AdaBoost algorithm (the maximum value of AUC 

is 0.97), Random Forest (the maximum value of AUC is 0.91) and the traditional decision tree algorithm (the maximum 

value of AUC is 0.82). The study introduces an innovative Gradient Descent Decision Tree Algorithm (GDDT), which 

integrates the principles of gradient-based optimization with decision tree structures to improve predictive performance. 

Unlike traditional decision trees, which rely on greedy heuristics such as Gini impurity or entropy for splitting criteria, 

the GDDT algorithm continuously optimizes the tree structure using gradient descent. This enables it to make more 

precise adjustments during training, reducing both bias and variance and leading to improved generalization capabilities. 

The Adaptive Boosting (AdaBoost) algorithm is an ensemble learning technique that improves classification 

performance by iteratively combining weak learners. While AdaBoost is effective in reducing bias and variance, it still 

relies on weighted averaging rather than a gradient-based optimization approach. The fact that the GDDT achieves an 

AUC of 0.99 compared to AdaBoost’s 0.97 suggests that gradient-based optimization enables more precise decision 

boundary refinements, reducing misclassification rates for credit risk assessment. Random Forest is another ensemble 

method that constructs multiple decision trees and aggregates their predictions. It typically provides higher accuracy and 

generalization than a single decision tree. However, its reliance on bagging (bootstrap aggregation) rather than an 

iterative optimization process may limit its performance. The substantial gap in AUC values (0.99 vs. 0.91) highlights 

that the GDDT algorithm learns more effectively from training data, potentially due to its ability to minimize loss 

functions through gradient-based updates. A standard decision tree splits the data based on greedy heuristics at each 

node, making local decisions without considering the broader optimization landscape. As a result, it suffers from 

overfitting and limited generalization. The fact that the traditional decision tree has an AUC of 0.82, much lower than 

0.99, reinforces the advantage of using gradient-based optimization in constructing decision trees, allowing the model 

to optimize splits in a globally optimal manner rather than relying on locally optimal criteria. 

When comparing the performance of the gradient descent decision tree algorithm (GDDT) with AdaBoost, random 

forest, and traditional decision tree in credit risk assessment, in addition to AUC (a comprehensive indicator for 

measuring classification ability), Accuracy is also an important evaluation criterion. This study selected training sets and 

test sets with generally good AUC values. In the case of 80% training set and 20% test set, Accuracy was calculated as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (46) 

Accuracy applies to cases where data is balanced. Suppose the distribution of samples with high and low credit risks 

is seriously unbalanced. In that case, Accuracy may lead to misleading results (i.e., as long as the model predicts that all 

samples are low risk, Accuracy may still be high). Therefore, in credit risk assessment, Accuracy needs to be used in 

conjunction with Precision, Recall, and F1-score to ensure that the model can correctly classify the majority class and 

effectively identify the minority class (high-risk users). The calculation results are shown in Table 4. 

Table 4. Performance comparison of different models 

Model Accuracy Precision Recall F1-score 

GDDT 98.5% 97.9% 96.2% 97.0% 

AdaBoost 96.7% 96.1% 92.4% 94.2% 

Random Forest 93.2% 91.5% 88.7% 90.1% 

Traditional Decision Tree 86.4% 82.3% 79.1% 80.6% 

Table 4 presents a comparative evaluation of machine learning models based on accuracy, precision, recall, and F1-

score. The results highlight the effectiveness of ensemble-based boosting methods, which outperform traditional 

approaches in classification tasks. 

Among the models, the Gradient-Boosted Decision Tree (GDDT) achieves the highest accuracy (98.5%), with a well-

balanced precision (97.9%), recall (96.2%), and F1-score (97.0%). This indicates that GDDT effectively minimizes false 

positives and false negatives, making it highly reliable for classification. The strong balance between precision and recall 

ensures superior generalization performance. 

AdaBoost, another boosting-based model, follows with 96.7% accuracy. However, its recall (92.4%) is lower than 

GDDT’s, suggesting it may miss some true positives. Nonetheless, its precision (96.1%) ensures that positive 

classifications are highly accurate, making it effective in scenarios where false positives must be minimized. 

The Random Forest model, which uses multiple decision trees, demonstrates a drop in performance compared to 

boosting methods, with 93.2% accuracy and an F1-score of 90.1%. Its recall (88.7%) is lower than both GDDT and 

AdaBoost, indicating that it struggles to capture all positive instances. Though more interpretable and computationally 

efficient, it offers inferior predictive accuracy. 
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The Traditional Decision Tree performs the weakest, with 86.4% accuracy, 82.3% precision, and 79.1% recall, 

resulting in the lowest F1-score (80.6%). These results confirm that while simple and interpretable, single decision trees 

are prone to overfitting and lack robustness. 

Overall, boosting techniques (GDDT, AdaBoost) outperform both Random Forest and Traditional Decision Trees, 

achieving higher classification accuracy with a better precision-recall balance. These findings highlight the importance 

of ensemble learning in improving model generalization and predictive performance. 

These results show that the gradient descent decision tree algorithm has significant advantages in this research. Next, 

this study will calculate the default probability of 120 companies using the gradient descent decision tree algorithm. 

4-2- Analysis of the Default Probability and Credit Risk 

The improved decision tree model in this study is used to evaluate and calculate the probability of default for 120 

enterprises, with the detailed results presented in Table 5. The findings reveal a significant degree of variability in default 

probabilities across different enterprises, underscoring the diverse levels of credit risk within the sample group. This 

variability reflects a range of factors, including financial health, operational stability, and external market conditions that 

each enterprise faces. By thoroughly analyzing these variations, banks can develop a deeper understanding of the unique 

risk profiles of their potential borrowers, enabling more data-driven and effective credit decision-making. 

Table 5. Default probability of each enterprise 

Number Probability Number Probability Number Probability Number Probability 

C1 0.3663 C31 0.3211 C61 0.4442 C91 0.4697 

C2 0.4289 C32 0.3799 C62 0.4918 C92 0.4680 

C3 0.3471 C33 0.3338 C63 0.3662 C93 0.4617 

C4 0.3662 C34 0.3277 C64 0.4381 C94 0.4571 

C5 0.3662 C35 0.4568 C65 0.4613 C95 0.4466 

C6 0.3576 C36 0.5337 C66 0.3545 C96 0.6643 

C7 0.3689 C37 0.3691 C67 0.4458 C97 0.4600 

C8 0.3031 C38 0.4047 C68 0.3870 C98 0.5268 

C9 0.3713 C39 0.3783 C69 0.3712 C99 0.6059 

C10 0.3403 C40 0.3489 C70 0.4707 C100 0.5468 

C11 0.3662 C41 0.4438 C71 0.3442 C101 0.5397 

C12 0.3954 C42 0.3601 C72 0.3755 C102 0.5400 

C13 0.3642 C43 0.3725 C73 0.4747 C103 0.5224 

C14 0.3456 C44 0.3282 C74 0.4200 C104 0.4715 

C15 0.4526 C45 0.5395 C75 0.6639 C105 0.4576 

C16 0.3611 C46 0.4274 C76 0.4556 C106 0.4696 

C17 0.3576 C47 0.3495 C77 0.4609 C107 0.5597 

C18 0.3954 C48 0.4608 C78 0.4847 C108 0.5436 

C19 0.3662 C49 0.4772 C79 0.4678 C109 0.5408 

C20 0.3614 C50 0.4235 C80 0.4654 C110 0.4802 

C21 0.4556 C51 0.4425 C81 0.4577\ C111 0.5577 

C22 0.4718 C52 0.5395 C82 0.6809 C112 0.7475 

C23 0.3576 C53 0.3859 C83 0.4481 C113 0.5646 

C24 0.3410 C54 0.5100 C84 0.4834 C114 0.7170 

C25 0.3568 C55 0.4844 C85 0.4999 C115 0.6872 

C26 0.4526 C56 0.4738 C86 0.4163 C116 0.5535 

C27 0.4705 C57 0.5469 C87 0.5482 C117 0.5366 

C28 0.3835 C58 0.4464 C88 0.4538 C118 0.5497 

C29 0.5332 C59 0.3282 C89 0.4690 C119 0.8345 

C30 0.3295 C60 0.4287 C90 0.5133 C120 0.5923 
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The results from Table 5 illustrate that default probabilities can range from relatively low to critically high, 

highlighting the uneven risk distribution within the corporate landscape. For instance, Enterprise C1 has a default 

probability of 0.3663, indicating a moderate level of credit risk. This suggests that while the enterprise may not be 

completely risk-free, it possesses a relatively stable financial position with a reasonable likelihood of fulfilling its loan 

repayment obligations. Given this moderate risk level, the bank can consider approving loan requests for this enterprise, 

but with an appropriate level of due diligence. Lending to Enterprise C1 would likely involve offering standard loan 

terms while implementing general risk control measures, such as monitoring financial performance periodically and 

assessing any potential external risks that may affect repayment capability. 

Conversely, Enterprise C120 presents a far higher default probability of 0.5923, signaling considerable financial 

instability or adverse credit conditions that significantly increase the likelihood of repayment failure. A default 

probability at this level necessitates a much more cautious lending approach. For this enterprise, the bank must conduct 

a comprehensive and rigorous review of its financial health before making any lending decisions. This process should 

include an in-depth analysis of financial statements, cash flow projections, and external market influences that may 

impact the company’s ability to meet its debt obligations. Additionally, the bank should explore risk mitigation strategies 

to safeguard against potential losses. These measures may include requiring additional collateral, setting higher interest 

rates to compensate for the increased risk, or reducing the loan amount to limit exposure. In extreme cases, where the 

financial instability appears insurmountable, the bank may ultimately decide to reject the loan application altogether, as 

the risk of default may be too substantial to justify extending credit. 

Beyond individual credit assessments, the insights derived from default probability analysis play a crucial role in 

shaping the bank’s overall lending strategy and resource allocation. By prioritizing loans for enterprises that fall within 

the low- to moderate-risk category, the bank can optimize its loan portfolio for both profitability and long-term stability. 

This risk-based allocation strategy allows the bank to maintain a balanced portfolio, ensuring that its credit exposure 

remains within acceptable limits while still fostering growth in the lending business. At the same time, a targeted risk 

management approach for higher-risk enterprises helps the bank mitigate the likelihood of significant credit losses, 

thereby preserving financial health and operational resilience. 

This approach aligns with the broader principles of sound credit risk management, which seek to strike a delicate 

balance between risk and return while ensuring the sustainability and profitability of lending activities. By leveraging 

advanced decision tree models and data-driven risk assessment techniques, banks can refine their credit evaluation 

processes, enhance their ability to identify and mitigate potential defaults, and ultimately achieve greater financial 

stability and growth in an increasingly complex and dynamic economic landscape 

The probability of default (PD) is a fundamental indicator used to measure a company's credit risk. It represents the 

likelihood that a company will be unable to meet its financial obligations, specifically failing to repay a loan within the 

agreed-upon time frame, typically one year. A default event may manifest in various forms, including delayed payments, 

partial payments, or complete non-payment of the outstanding loan amount. These different default scenarios impose 

varying degrees of financial losses on the lending institution. Therefore, the probability of default is a comprehensive 

measure that encapsulates the potential financial harm a bank may suffer due to a borrower’s failure to fulfill its 

repayment obligations. This indicator not only quantifies the overall risk exposure associated with lending to a particular 

enterprise but also serves as a critical input for developing effective credit risk management strategies. 

In this study, the probability of default is employed as a key metric for assessing the credit risk of individual 

enterprises. By evaluating this probability, banks can categorize enterprises into different risk tiers, enabling a more 

granular and targeted approach to lending decisions. A higher probability of default indicates that a company presents a 

greater risk of non-repayment, which increases the potential for significant credit losses. Such companies are generally 

characterized by weaker financial health, unstable cash flows, or poor credit histories. Consequently, banks should adopt 

a more cautious and restrictive lending approach when dealing with high-PD enterprises. This may include imposing 

higher interest rates, requiring additional collateral, or limiting loan amounts to mitigate potential losses. In extreme 

cases, banks may choose to deny credit altogether to enterprises deemed too risky. 

On the other hand, enterprises with a lower probability of default are considered to have a more favorable credit 

profile. These companies typically demonstrate strong financial performance, consistent repayment behavior, and 

reliable cash flow management. A lower PD suggests a reduced likelihood of credit losses, allowing banks to offer more 

favorable lending terms to these borrowers. For instance, banks may provide lower interest rates, more flexible 

repayment schedules, or higher credit limits to enterprises with strong creditworthiness. By extending concessions to 

low-risk borrowers, banks not only foster long-term business relationships but also enhance customer loyalty and market 

competitiveness. 

The ability to accurately estimate and interpret the probability of default is a cornerstone of effective credit risk 

management. By incorporating PD analysis into their decision-making processes, banks can optimize loan allocation, 

ensuring that capital is deployed where it is most likely to generate sustainable returns with minimal risk. This scientific, 
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data-driven approach reduces the reliance on subjective judgment, improving the objectivity and consistency of credit 

evaluations. Moreover, by continuously monitoring changes in PD, banks can proactively adjust their lending strategies 

to reflect evolving economic conditions or shifts in a borrower’s financial health, thereby maintaining robust risk 

controls. 

Assessing the probability of default also contributes to enhanced portfolio risk management. Banks can aggregate 

individual PDs to evaluate the overall risk profile of their loan portfolio, identifying concentrations of high-risk exposure 

that may threaten financial stability. By diversifying lending activities and balancing risk across sectors and borrower 

types, banks can mitigate systemic risks and ensure a more resilient credit portfolio. Additionally, integrating PD analysis 

with other risk metrics, such as loss given default (LGD) and exposure at default (EAD), provides a comprehensive 

framework for estimating expected credit losses (ECL), a key component of modern regulatory compliance and financial 

reporting standards, such as IFRS 9 and Basel III. 

Another critical benefit of leveraging PD analysis is its role in strategic decision-making and resource allocation. 

Banks can use PD-driven insights to prioritize lending opportunities that align with their risk appetite and business 

objectives. For example, sectors or industries demonstrating low default probabilities may be targeted for growth, while 

high-risk sectors are approached with caution. Furthermore, PD models allow banks to evaluate the impact of 

macroeconomic variables on default risk, such as interest rate fluctuations, inflation trends, and changes in regulatory 

policies. By integrating forward-looking economic indicators, banks enhance their predictive capabilities, positioning 

themselves to adapt swiftly to emerging risks and opportunities. 

In summary, the probability of default is a vital tool for assessing and managing credit risk in banking. It provides a 

quantitative basis for differentiating between high-risk and low-risk enterprises, guiding more informed lending 

decisions that enhance the safety and profitability of the loan portfolio. A robust understanding of PD empowers banks 

to align their credit strategies with sound risk management principles, foster sustainable growth, and maintain financial 

stability in an increasingly complex and competitive lending environment. 

4-3- Analysis of the Bank’s Optimal Credit Strategy  

The optimal credit strategy for the bank for different enterprises is shown in Table 6. In this context, the annual total 

credit of the bank is 100 million yuan. Based on the data in the table, the bank decides to provide loans to multiple 

enterprises and stipulates specific loan amounts and interest rates, where the loan amount and interest rate for each 

enterprise differ based on its creditworthiness and risk assessment. Enterprise C1 was granted a loan of 21.04 million 

yuan at an annual interest rate of 5.00%, while enterprise C2 was granted a loan of 96.49 million yuan at an annual 

interest rate of 6.40%. At the same time, the bank also decided to refuse to provide loans to some enterprises, especially 

those with a credit rating of D or a negative theoretical income. For other eligible enterprises, the bank provides loans 

based on their risk assessment and credit rating. 

Table 6. Banks’ optimal credit strategies for various enterprises (part) 

Enterprise 

Number 

Whether to 

lend 

Loan amount/ 

Ten thousand yuan 
Interest rate 

C1 YES 21.04 5.00% 

C2 YES 96.49 6.40% 

C3 YES 96.77 4.05% 

C4 YES 96.74 6.67% 

C5 YES 56.37 10.27% 

C81 YES 36.85 6.58% 

C82 N0 - - 

C83 YES 36.68 8.20% 

C84 YES 36.73 7.11% 

C85 YES 36.57 9.25% 

C106 YES 36.05 9.50% 

C107 NO - - 

C108 NO - - 

C109 NO - - 

C110 YES 36.05 9.50% 
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The bank’s loan cycle is typically set at one year, with both the loan amount and interest rate tailored to the specific 

circumstances and creditworthiness of individual enterprises. This flexible, enterprise-specific approach allows the bank 

to better align its credit offerings with the unique financial needs and risk profiles of its customers. The primary objective 

behind this loan strategy is to maximize the bank’s overall loan income while simultaneously minimizing customer churn 

and the risk of default. By focusing on optimizing loan structures and terms for a diverse range of enterprises, the bank 

can foster sustainable growth in its loan portfolio while adhering to sound risk management principles. 

This strategy represents a forward-thinking approach that positions the bank for long-term profitability in today’s 

dynamic economic environment. By carefully balancing risk and return, the bank can enhance its competitive advantage 

in the lending market. This paper, therefore, asserts that implementing a refined credit strategy tailored to individual 

enterprise needs is the most effective path for banks to navigate the current financial landscape. Not only does it 

strengthen the institution’s ability to generate income, but it also ensures that potential credit risks remain within 

manageable bounds. The cornerstone of this strategy lies in precision-driven credit assessment and robust risk 

management frameworks. By employing advanced data analytics, predictive modeling, and comprehensive credit 

scoring systems, banks can gain deeper insights into borrower behavior and default probabilities. This enables more 

accurate predictions of creditworthiness and enhances decision-making processes. In doing so, banks can allocate capital 

more efficiently, directing funds toward enterprises with strong growth potential and reliable repayment capacity. 

Moreover, the adoption of a dynamic risk-adjusted pricing model allows for flexibility in setting interest rates that 

appropriately reflect the risk level associated with each borrower. Enterprises with lower risk profiles can benefit from 

more competitive interest rates, thereby strengthening customer relationships and reducing the likelihood of attrition to 

competing financial institutions. Conversely, higher-risk enterprises can still access needed capital, but at rates that 

sufficiently compensate the bank for the additional risk exposure. 

In implementing this credit strategy, banks achieve a dual benefit: enhanced profitability through optimized interest 

rate spreads and improved risk mitigation through diligent credit monitoring. Additionally, by maintaining a customer-

centric approach, banks can build lasting partnerships with enterprises by offering not only credit solutions but also 

financial advisory services that help businesses manage debt more effectively and foster sustainable growth. 

Ultimately, this credit strategy underscores the importance of striking the optimal balance between risk and return. 

By leveraging innovative technologies, advanced credit risk models, and prudent financial management practices, banks 

can secure the long-term safety of their credit assets while driving sustainable business growth. This comprehensive and 

adaptive approach positions banks to thrive in an evolving economic environment, reinforcing their role as key enablers 

of enterprise success and economic development. 

5- Conclusion 

This study presents a scientifically rigorous and highly accurate credit risk assessment model tailored for small and 

medium-sized enterprises (SMEs), addressing a critical challenge in modern banking: balancing risk assessment 

accuracy with optimal credit decision-making. By integrating regularization techniques to control model complexity and 

employing ensemble learning to enhance predictive performance, the research introduces an improved decision tree 

model that significantly outperforms conventional methods. The proposed Gradient Descent Decision Tree (GDDT) 

algorithm, trained through supervised learning with SME default probability as the objective function, iteratively refines 

weak classifiers using gradient descent optimization to construct a robust predictive model. Empirical results 

demonstrate the model’s superior performance, achieving an AUC of 0.99 under 70% and 80% training set ratios—

exceeding the predictive accuracy of AdaBoost (AUC = 0.97), Random Forest (AUC = 0.91), and traditional decision 

trees (AUC = 0.82). These findings validate the effectiveness of the proposed approach in enhancing the precision of 

credit risk evaluations. The high AUC of 0.99 may be due to the precise category distribution of the training data, strong 

feature correlation, and good model optimization. However, replicating the same performance on different datasets 

depends on the data's similarity, the features' consistency, and the model's generalization ability. 

Beyond risk prediction, this research extends its impact by introducing a nonlinear multi-objective programming 

model designed to optimize bank lending strategies. This model simultaneously maximizes expected loan returns while 

incorporating risk constraints, ensuring a balanced approach to credit allocation. By integrating advanced machine 

learning techniques with quantitative risk assessment and optimization strategies, this study provides a practical, data-

driven framework for financial institutions seeking to enhance their credit risk management. The combination of 

regularization, ensemble learning, and nonlinear programming represents a significant advancement in SMEs' credit 

assessment, offering a scalable and effective solution for modern banking systems. These findings not only contribute 

to the academic field of credit risk modeling but also provide actionable insights for financial institutions aiming to refine 

their lending strategies and improve overall financial stability. 
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