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This paper discusses thg 'research on the use of Artificial Intelligence in autonomous robot obje(;t SSD MobileNetV2;
identification. The specific focus of this research is on a wheeled soccer playing robot. The goal is

to recognize a ball as an object using the Single Shot MultiBox Detector MobileNetV2 model. This ~ S0ccer Robot; TensorFlow;
system has multi-vision inputs such as distance measurements and angle values for object detection.  Distance Measurement.
This methodology is based on deep learning with the TensorFlow Object Detection API with the

MobileNetV2 SSD model. This model is trained with a dataset of 3707 ball images over 617 . .

thousand steps on Google Collaboratory. It was found that the average measurement error of the ball ~ Article History:

object is 6.58% for the distance when viewed through the robot's front camera. In addition, the

omnidirectional camera is able to detect the ball object and angle values from the front of the robot. ~ Received: 23 December 2024
What makes this research different is the use of distance and angle measurements for detection and = Reyjsed: 21 July 2025
the omnidirectional camera for system performance in dynamic environments. This research aims

to address the improvement of Al-based object detection systems for autonomous robotics in the ~ Accepted: 28 July 2025

context of real-world use cases. Published: 01 October 2025

1- Introduction

The development of technology is currently rapid, which is shown by the existence of technology developed by
humans aimed at carrying out various kinds of work and making it easier to complete all activities [1-3]. Currently,
technological developments, especially in the field of robotics [4, 5], are growing very quickly, as seen from the many
applications that are based on the fields of computer vision and artificial intelligence, which are applied in the world of
education, industry, art, and everyday life [6-9]. With the increasing use of technological devices, it can be seen that the
digitalization of technology has experienced significant development [10]. Digitalization is a digital transformation
process that involves the use of computerized technology to simplify various human tasks [11]. One of the
computerization technologies that is currently being widely discussed is artificial intelligence [12, 13]. This technology
is the ability possessed by computer systems to interact with the world like humans [14]. The term Artificial Intelligence
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(Al has been discussed extensively in various disciplines for the development of advanced technologies to solve real-
life problems [15, 16]. However, Al systems have a variety of models and methodologies that can be used in different
ways depending on the situation [17, 18]. Having knowledge of these methods and their uses plays a vital role in
improving the efficiency and effectiveness of Al applications in real-world settings [19-21].

The application of technology in the field of robotics, which is currently being developed by universities and hobby
enthusiasts who are closely related to the field of computer vision, to competitions, namely the Indonesian Robot Contest
[22-24], one of which is the Wheeled Indonesian Football Robot Contest [25]. One of the design and engineering
competitions in the field of robotics at regional and national levels, which is held annually by the Ministry of Research,
Technology, and Higher Education, Directorate General of Learning and Student Affairs [26, 27]. The wheeled soccer
robot must be able to play the ball on the field like a soccer player [28]. Robots need an object detection system that has
a high level of accuracy so that the robot can identify objects correctly and carry out its tasks like a football player
without errors [29].

Developments in this detection are in the traditional era and the era of using deep learning. In the traditional era,
object detection was carried out manually with human involvement in providing input to the system regarding the objects
to be detected [30, 31], whereas in this era, the use of deep learning is part of the machine learning method, which allows
system algorithms to learn and develop independently through data that has been designed and experience gained,
without requiring significant human assistance [32, 33]. Wheeled soccer robots have tasks, for example, being able to
find the position of the ball, goal, and avoiding obstacles [34]. To complete this task by using a camera as a sensor, the
robot is able to recognize ball objects to help the wheeled soccer robot. Object detection, or what is often called object
detection, aims to detect and identify certain objects [35, 36]. With this technology, robots can see using a form of vision
similar to the human eye [37]. This makes real-time identification of balls, objects, and even goalposts much more
realistic. In detecting objects in the field, a computer vision approach is used so that the robot can gain an understanding
of every object it successfully captures [38, 39]. As well as obtaining the measured distance value and the angular value
of the ball's direction in order to know where the object is located on the field.

Detecting the ball in a soccer robot has special difficulties that conventional object recognition systems cannot fully
detect [40]. The ball is spherical and has no angle, making it even more difficult to identify accurately. In addition, the
ball moves quickly and, combined with the ever-changing field settings, makes real-time detection, tracking, and position
angle estimation very challenging, especially when the ball is in motion. Basic models tend to be slow to handle drastic
changes and shifts in the location and position of the ball. Several methods used in detecting spherical objects have been
carried out by previous researchers, namely the use of Local Binary Pattern (LBP) [41], YOLO V3 [42], YOLO V3 tiny
[43], and Neural Network [44], where this method still requires capable hardware to obtain the desired performance with
a computing level that adapts to the high specifications of the device.

Barry et al. [45] utilized YOLOV3 for object detection in a soccer robot and achieved a mAP of 87.07%. mAP stands
for mean Average Precision which is a metric used to measure the performance of an object detection model [46, 47].
However, their configuration used a Shuttle XI Mini PC with an Intel Core i7 and NVIDIA GeForce GTX 1060 GPU,
which is high-end equipment, and may not be practical for low-cost devices in real-world scenarios. Similarly, Soebhakti
et al. [48] introduced the XYOLO model, which outperformed Tiny-YOLO in detection speed by almost 70 times.
Unfortunately, this improvement came at the expense of accuracy, as XYOLO produced FPS values that were
insufficient to meet the real-time needs of soccer. Additionally, Irfan & Widodo [49] were able to detect soccer balls in
real-time using a CNN-based architecture, but the system could only deliver a maximum accuracy of 67% and 13 FPS,
limiting its effectiveness in faster environments. Sanubari & Puriyanto [43] used YOLOv3 and YOLOv3-Tiny for ball
and goal detection, which performed quite well with a mAP of 87.5% for YOLOV3, but their approach struggled with
multiple object speed and accuracy.

In this study, spherical object detection is performed using the MobileNetV2 Single Shot MultiBox Detector
technique [50], which has the advantage over previously explored approaches of being more suitable for lower
specification hardware. Unlike methods using YOLO [51] and R-CNN [52] (derivative of CNN [53]), which usually
require high-end GPUs and large computing resources to obtain desired results [54], the SSD-MabileNetV2 technique
is more efficient in terms of both speed and accuracy [55]. The choice of SSD MobileNetV2 in this research is based on
its ability to operate on low-end machines while maintaining high detection accuracy, making it ideal for practical
implementation in economical robotic systems [56].

In this research, the TensorFlow framework is used [57], which is a popular deep learning library written in the Python
programming language and with a high-performance framework [58]. The aim of this research is to create an object
detection system for a wheeled soccer robot so that the robot can detect objects accurately and can determine the position
of the object and the angle of the object. This method provides results, it can identify a detected object such as a ball and
there is the actual distance of the object and the angle value to the front of the robot which is the position of the ball
object. In addition, this study also aims to analyze the performance of the SSD-MobileNetV2 model and compare it with
the use of YOLO used in previous studies with an emphasis on its detection accuracy and frames.
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2- Research Methodology

Research into the detection system for this wheeled soccer robot is in stages according to the plot. A general overview
of the research stages that will be carried out in this research is shown in Figure 1. In the initial design stage, identify the
problem, then carry out a literature study, which is used as a reference source for detecting ball objects on wheeled soccer

robots. Then proceed with planning which analyses are needed, such as planning the hardware and software that will be
used.

Preliminary Planning

Identification of Problems Study of Literature Planning

A4
Software Design

Dataset Collection Model Development

Y

Testing

Figure 1. Research method flow

At the software design stage, dataset collection is carried out; the data used in the research focuses on spherical
objects. Next is the development of an object detection model, which includes data processing, architecture development,
and data training. The testing will be carried out in real time by manually testing the measurement results and calculations
obtained from the detection results of the multi-vision application. The results of the test are the distance of the object
detected on the robot's front camera, the object class, and the object angle value on the omnidirectional camera.

2-1-Single Shot MultiBox Detector

Single Shot MultiBox Detector, or commonly known as SSD, is a well-known computer vision algorithm for fairly
fast target detection and is used in real time [59]. This identification can be described in terms of a bounding box, where
the bounding box predicts the class specified/created according to the object [60]. SSDs are also part of the development
of deep learning, or methods such as object recognition [61]. The SSD method is based on a feedforward convolutional
network that produces a finite set of sizes and values indicating the presence of a detected class [62]. The SSD model is
the basis of artificial intelligence for soccer robots. The advantage of this model is that it is fast and has high target
detection accuracy. The depth and layers of the SSD-MobileNet model can be seen in Figure 2.
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Figure 2. Single Shot MultiBox Detector MobileNetV2 architecture
2-2-MobileNet

MobileNet is a Convolutional Neural Network (CNN) architecture that is used to overcome the excessive computing
research needs of mobile platforms [63]. MobileNet itself is a small-scale, low-latency, low-power design that meets the
resource constraints of a variety of use cases [64]. Stating that MobileNet divides convolution into depth wise
convolution and pointwise convolution, MobileNet itself released its newest version, namely version 2, which is different
from the previous version by adding two new features, namely: 1) line bottlenecks and 2) shortening connections between
bottlenecks [65]. Bottlenecks contain inputs and outputs between models, while inner layers encapsulate the model's
ability to transform inputs from low-level concepts to higher-level descriptors. Finally, like traditional residual
connections in CNNs, shortening between bottlenecks allows for faster training with greater accuracy [66].
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2-3- Software Planning

This stage is the preprocess stage of the multi-vision application object detection system, which will be implemented
on a wheeled soccer robot, including training data collection, data processing, model development, and data training, as

shown in Figure 3.
Start ?

Retrieval of Model Development
Datasets or Train Process

B LY Export Inference
l Graph

Create Training and
Testing Data

l Trained Model
Train Configuration
Settings

é Finish

Figure 3. Software planning flowchart

2-4-Description of Software Design
2-4-1- Dataset Retrieval

In this step, the data, tools, and materials needed for the research are collected. The data is recorded using an
omnidirectional camera and a Logitech C922 webcam camera by converting the video into images. The data is recorded
data of a ball object with a 640480 frame. The input data in this research is video in .mp4 and .mkv format, which is
needed for the training data in the form of images; therefore, it needs to be converted into image form so that it can be
processed using a video conversion program into per-frame images and resized to 320x320 results. These changes are
shown in Figure 4.

Figure 4. Video to image conversion results and resize

2-4-2- Labelling Data

Labelling objects (images) is the process of creating labels on images by assigning bounding boxes along with
class names to objects [67]. The object labelling process is carried out with image data using the software shown in
Figure 5. This labelling process provides bounding boxes for the data that has previously been collected [68]. When
the labelling is complete, there will be an image file and an .xml file where the data has been labelled and will be
processed to the next stage. This dataset will be divided into training data and test data for ball objects that have
been taken using the front camera on the robot and an omnidirectional camera. The distribution of the data is shown
in Table 1.
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Figure 5. Labeling images

Table 1. Training and testing dataset division

Data Sharing Frequency
Training data 2966
Test data 741
Total 3707

In Table 1, the training data and test data are divided into 80% training data and 20% test data. The amount of ball
image data being in the training data is divided into whole or far ball images and half ball images taken using the front
camera and ball images from the omnidirectional camera. The front camera images are where the half-ball images are
775, while the far or whole-ball images are 861, and for the omnidirectional camera ball images, they are 2071.

2-4-3- Data Training

Training data, or "train data," includes the input TFRecord and config files used, and all the executions we run will
be saved on the Google Drive used. In the config configuration, repetition is also specified for training data and entering
the model before it is trained and entering the program file for the training process. The training process is carried out
using GPU on Google Collaboratory [69]. The training results have been completed and then exported so that the training
data can be tested. In this research, we used a pre-trained SSD MobileNetVV2 model using commands in the program that
we previously created on Google Collaboratory [70]. The data training process can be seen in Figure 6. Next, after the
data training process is complete, we export it using the program. In export, good parameters have been set, and a model
can be created. The model will be exported and saved as a file in the form of a protocol buffer (.pb) and label map
(.pbtxt), which is used in the ball object detection system on a wheeled soccer robot.

Config .| Enter Tfrecord
Pipeline "| and Labelmap
A 4
Training
Sl ) Process

Figure 6. Data training process
2-5- System Testing

The testing process was carried out in order to find out the results of the detection system on a real wheeled soccer
robot. This testing process used a combination of two omnidirectional cameras and a Logitech C922 webcam camera as
input, as shown in Figure 7. In the block diagram in Figure 7, there is training data, which is the data resulting from our
training. Then we enter the pre-process stage, where at this stage we continue our training model, which will be tested
with the SSD MobileNetV2 model. Then, after the model has been successfully loaded using the trained SSD-
MobileNetV2 method, it will be carried out. spherical object detection testing. The detection results are in the form of
measured distance values from the detected object. Input from the webcam camera and the angle value when the object
is detected on the omnidirectional camera. The method used in this research is the Single Shot MultiBox Detector
MobileNetV2 algorithm [71].
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Figure 7. Detection system block diagram

In this case, the researchers made a ball object detectable using this method, and produced the actual distance value
detected on the front camera of the wheeled soccer robot, the expected detection results were also the angle value of the
object detected by the omnidirectional camera. In the system flow diagram in Figure 8, the image process from multi-
vision input is captured directly where the multi-vision input is an omnidirectional camera and a front camera on a
wheeled soccer robot. Then the image processing process will continue, namely the process where there is a
MobileNetV2 SSD model and a trained model. The combination of SSD and MobileNet will simplify the process of
creating a detection system for wheeled soccer robots. In the detection system, SSD is needed to determine the target
location, while MobileNet is used to classify targets, namely spherical objects. Then is the ball object detected in multi-
vision, namely the omnidirectional camera and the front camera on the wheeled soccer robot.

Start ﬁ) e
Inputs Is ball target
Multivision detected by

multivision?

Citra
Processing
i Target information,
angle value, and
MobilenetV2 SSD measured distances
Model and Trained
Model

Figure 8. Detection system flowchart

Next, the target information, angle value and measured distance where the object is a ball, if the ball is detected on
the omnidirectional camera, then the angle value and target information, namely the ball, will be displayed, but if on the
front camera the ball object is detected then a distance calibration process/calculation process will occur. distance and
will display the actual distance and pixel distance information.

2-6-Distance Determination

The target image is used for the process of determining the coordinates of the target position according to calculating
the parts in the image. Then the target identification process uses the Single Shot MultiBox Detector MobileNetV2
algorithm method in this research. An illustration of the distance calculation on the front camera of the soccer robot is
shown in Figure 9.

The position of the ball relative to the robot by the image is expressed in polar coordinates derived from distance and
angle. The original point of coordinates is located at the center point of the image or target, which is the center point of
the robot. The coordinates of the spherical object in the image can be obtained using Equations 1 and 2 to obtain the
angle value of the detected target. t, is the center point of the image frame on the x-axis, t,, is the center point of the
image frame on the y-axis, c, is the center point of the object's coordination on the x-axis, c, is the center point of the
object's coordination on the y-axis, h is the height of the frame, and J,,, is the Pixel Distance.

]px = \/(tx - Cx)z + (ty - Cy)z (1)
—1 (h—cy)
6 = tan 1FC2;) (2)
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(C'Cy)

Centery = 320;

Camera Centery =240

Figure 9. lllustration of calculating distance in pixel units

3- Results and Discussion

The results of this research are a spherical object detection system as well as the measured distance values and angular
values of the spherical object when detected by the system with the application of multi-vision. In this research, several
tests were carried out to obtain results and analysis of the system that has been created, including testing the detection
of spherical objects in multi-vision, measuring the actual distance with the calculated distance and spherical objects
detected by the system, and reading the angle value of the object when detected on an omnidirectional camera and testing
on the front of a soccer robot.

3-1- System Testing
3-1-1- Results of Measured Distance Values in Pixels and Actual Distance

The main focus in testing this detection system is to evaluate the distance measured in pixels compared to the actual
distance measured in centimeters for objects detected in front of the robot using the front camera. Testing was carried
out at various distances, specifically at: 20 cm, 40 cm, 60 cm, 80 cm, 100 cm, 120 cm, 140 cm, 160 cm, 180 cm, and
200 cm, all of which were measured from the robot's front camera. The results of these distance measurements are then
presented in Table 2.

Table 2. Measured distance test results with actual distance

. Pixel Distance  Actual Distance Detection Distance Error
Number Detection Results (Px) (cm) Distance (cm)  Difference (cm) (%)
1 116 20 21 1 5
Ball: 99 %
T
Distance: 21cm
Distance: 116px
2 61 40 39 1 25
Distance: 39cm
Distance: 61px
3 35 60 69 9 15

Distance: 69cm
Distance: 35px
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\ _Bal:91% g

4 | 32 80 75 5 6.25
Distance: 75cm
Distance: 32px

5 22 100 109 9 9

6 19 120 126 6 5

_B Il: 89 %

7 i - 18 140 133 7 5
Distance: 133cm
Distance: 18px

8 16 160 150 10 6.25
Distance: 150cm
Distance: 16px

9 13 180 185 5 2.78

10 11 200 218 18 9

Distance: 218cm
Distance: 11px
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Table 2 presents the results of the distance test by measuring the distance in pixels calculated by the system and the
actual distance known. In this table, the Detection distance as predicted by the system (the distance calculated by the
system based on the pixel data captured by the camera) and the difference between the detection distance and the actual
distance are also recorded. The percentage error indicating the difference between the two values is used to indicate the
accuracy of the system in measuring the distance.

Referring to the results shown in the table, we observe that the system error generally varies depending on the
measurement distance. At a distance of 40 cm, the error is relatively small, only 2.5%, but quickly increases to 15% at
60 cm. This shows that the system is more accurate at closer measurement distances, there is a tendency for the error of
this system to be greater with increasing detection distance, although not absolute. The largest error is 18 centimeters at
200 centimeters with an error rate of 9 percent. The average percentage error is 6.58% in the percentage distance
difference. The error value is obtained from calculations using calculations, |22 disf;f;‘{ﬁf;f distancel » 100% [72,
73], where the distance difference is the reduction between the detection distance and the actual distance. And for the
average error value obtained from, (—°—) x 100% = (22%) x 100% = 6.58%. The measured distance results

number of tests 10

were obtained using Equation 1. For more details, it is shown in Figure 10 which displays the distance difference that is
getting bigger and bigger along with the shift in the actual distance value which is bigger.

225 A T3
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Figure 10. The distance difference that is getting bigger and bigger along with the shift in the actual distance value which is bigger

Where at the detection distance there is a pixel distance which indicates changes in the actual distance as well. These
results show that the system has measurement accuracy where the smaller the pixel value, the actual distance value also
increases to be farther away from the measured value. The results of system testing that have been carried out state that
the detection system on the front camera of the wheeled soccer robot is able to detect the object of the ball and the
distance between the ball and the actual distance.

3-1-2- Results of Angle Values on the Omnidirectional Camera towards the Front of the Robot

In testing, inserting an omnidirectional camera into this wheeled soccer robot uses a resolution of 640x480 divided
into 4 positions. The omnidirectional camera will work to detect spherical objects in front of the robot, an overview of
the detection system on the camera is shown in Figure 11.

Ypx

250

2] 480
0 340 640

Figure 11. Omnidirectional Camera Detection System Scenario
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This detection system utilizes a camera at the bottom facing upwards towards a convex mirror so that it can see in all
directions or 360° utilizing an omnidirectional camera system. Testing the detection results on the omnidirectional
camera focuses on the spherical object that was successfully detected and the angle value read by the system. The angle
value is obtained using the calculation in Equation 2. The results of this test are shown in Table 3.

Table 3. Results of reading angle values on an omnidirectional camera

Number X pixel Y pisel Angle Result

1 0-340 0-250 270° < 6 < 360°

2 340 - 640 0-250 0°<89<90°

4- Comparison with Previous Studies

Comparison of several studies shows significant progress in object detection algorithms on autonomous soccer robots.
Barry et al. [45] applied CNN-YOLOv3 (XYOLO) and obtained an FPS of 9.66 with an accuracy of 68%, using a limited
dataset and frames. Soebhakti et al. [48] used YOLOv3 with a large dataset containing 52000 images and obtained a
higher FPS of 28.3 and an accuracy of 87.7%, indicating better efficiency on powerful hardware. Irfan & Widodo [49]
also obtained an accuracy of 67%, but had a lower frame resolution (128x128) using CNN with an FPS of 13.
Meanwhile, Sanubari & Puriyanto [43] did not mention FPS, but their accuracy with YOLOv3 was very high at 93.2%.
In the same study, YOLOvV3-Tiny achieved an accuracy of 81.8% but with a higher speed. This shows that the number
of FPS is not always directly proportional to the level of accuracy obtained by the system. Not only talking about the
performance of the designed model, FPS is also greatly influenced by the specifications of the hardware used such as
the CPU, this is in line with what was stated in Santos et al. [74] and Jaiswal et al. [75].

On the other hand, the research we conducted in this paper, implemented SSD-MobileNetV2 with FPS 12 and
accuracy of 93.42%, which is a good compromise between speed and accuracy; in this system, an omnidirectional camera
is used to detect the ball in a dynamic environment, which makes this system different from other studies. A summary
of the comparison of this study with previous studies is summarized in Table 4 and Figure 12.

Table 4. Summary of comparison with previous studies

Ref. Year Algorithm — Pataset - Fg?zrze FPS AC((:;: )a cy
Training Testing

[45] 2019 CNN-YOLOV3 (XYOLO) (Not mentioned) 90%  (Not mentioned) 10%  256x256 9.66 68.00

[48] 2019 YOLOv3 52000 416x416 28.3 87.70

[49] 2020 CNN 2000 2000 128x128 13 67.00

[43] 2022 YOLOV3 7000 1000 416x416 - 93.20

[43] 2022 YOLOV3-Tiny 7000 1000 416x416 - 81.80
This research 2024 SSD-MobileNetV2 2966 741 320%x320 12 93.42
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Accuracy of Object Detection Algorithms in Soccer Robots

ThIS researCh (SSD-MObllenEtVZ) ===- ="
Sanubari & Puriyanto (YOLOvV3-Tiny) 81 8%
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-Fi Sanubari & Puriyanto (YOLOv3) 93.29
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s

g Irfan & Widodo (CNN) 67.0%

=

Barry, et. al (YOLOV3) 87.7%
Soebhakti, et. al (CNN-YOLOV3 (xYOLO)) 68.0%
0 20 40 60 80

Accuracy (%)

Figure 12. Comparison of object detection algorithm accuracy in Soccer Robots with previous studies

5- Conclusion

Based on the test results of the ball object detection system in front of the wheeled soccer robot, there is the actual
distance value detected on the front camera and the angle value read on the omnidirectional camera. The system is
able to detect spherical objects well. The omnidirectional camera is able to detect objects up to 4m, while the front
camera detects objects up to 2m using the single shot multi-box detector MobileNetVV2 method. During the test, the
fps produced was classified as good, where the fps obtained was around 8-12 FPS (Frames Per Second). The test
results of the measured distance and the actual distance also have an average error value of 6.58%. Things that
influence the difference between the detected distance and the actual distance are the placement of the front camera
on the wheeled soccer robot. For the improvement of the object detection system related to ball recognition in the
soccer player robot in this study, several major issues need to be addressed. First of all, the currently available FPS
between 8 and 12 FPS seems too low to accommodate the fast movements that occur during competitive scenarios.
Future work should focus on increasing the FPS through hyperparameter optimization and more sophisticated
computing hardware for the system. Hyperparameter tuning will improve the performance of the MobileNetV2 SSD
model in terms of accuracy and detection speed, and make it suitable for real-time use. Furthermore, assessing the
performance of higher computing systems will help to understand their impact on FPS and overall system performance.
Adding more changes in lighting, ball color, and background to the dataset will improve its performance in highly
dynamic environments. These improvements will increase the reliability and effectiveness of the competitive robotics
system, where fast and accurate object recognition is critical.
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