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Abstract 

This research explores multi-objective optimization in injection molding with a focus on identifying 

the optimal configuration for the moldability index in aviation propeller manufacturing. The study 
employs the Taguchi method and fuzzy analytic hierarchy process (FAHP) combined with the 

Technique for the Order Performance by Similarity to the Ideal Solution (TOPSIS) to systematically 

evaluate diverse objectives. The investigation specifically addresses two prevalent defects—
shrinkage rate and sink mark—that impact the final quality of injection-molded components. 

Polypropylene is chosen as the injection material, and critical process parameters encompass melt 

temperature, mold temperature, filling time, cooling time, and pressure holding time. The Taguchi 
L25 orthogonal array is selected, considering the number of levels and parameters, and Finite 

Element Analysis (FEA) is applied to enhance precision in results. To validate both simulation 
outcomes and the proposed optimization methodology, Artificial Neural Network (ANN) analysis 

is conducted for the chosen component. The Fuzzy-TOPSIS method, in conjunction with ANN, is 

employed to ascertain the optimal levels of the selected parameters. The margin of error between 
the chosen optimization methods is found to be less than one percent, underscoring their suitability 

for injection molding optimization. The efficacy of the selected optimization method has been 

corroborated in prior research. Ultimately, employing the fuzzy-TOPSIS optimization method yields 

a minimum shrinkage value of 16.34% and a sink mark value of 0.0516 mm. Similarly, utilizing the 

ANN optimization method results in minimum values of 16.42% for shrinkage and 0.0519 mm for 

the sink mark. 

Keywords:  

Injection Molding;  

Shrinkage;  

Sink Mark;  

Soft Computing;  

FAHP;  

TOPSIS;  

Taguchi. 

 

 

 

Article History: 

Received: 20 May 2024 

Revised: 17 September 2024 

Accepted: 24 September 2024 

Published: 01 October 2024 
 

 

 

1- Introduction 

Injection molding of plastics is a sophisticated and broadly adopted process renowned for its exceptional efficiency 

in the mass production of plastic items. This technique is particularly effective in meeting high production demands 

while maintaining tight tolerances, rendering it a cost-effective manufacturing method for products with diverse forms 

and intricate geometries [1]. Nevertheless, the complexity inherent in injection molding necessitates meticulous 

engineering tasks. These tasks include designing part and mold geometry, precision machining and polishing of surfaces, 

assembling mold components, and conducting prototype tests with careful material and processing parameter selection. 

The final quality of molded parts depends on various factors, including the type of plastic material used, the geometry 

of the part, the design of the mold, and the conditions of the molding process [2, 3]. 
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Despite these advantages, producing injection-molded polymeric parts with the anticipated properties is an expensive 

and iterative process, often necessitating tooling adjustments. Designing molds, particularly when integrating unique 

additional geometries, becomes increasingly complex due to the presence of depressions and projections [4]. Defects 

such as warpage, shrinkage, sink marks, and residual stress significantly compromise product quality and precision, 

highlighting the need for proficient management of influencing factors throughout the molding process [5]. Residual 

stresses often develop within injection-molded products due to the deformation forced on the distorted geometry in 

assembly. Notably, the residual stresses induced by warpage significantly affect the mechanical properties of the product 

and are closely linked to molding process parameters. Thus, it is essential to consider the influence of the molding 

process when describing the mechanical behavior of the finished product [6-8]. 

Part and mold designs are typically determined early in product development and are not easily altered later. As a 

result, optimizing process parameters emerges as a more feasible and practical approach. Additionally, alongside 

warpage, shrinkage is a significant quality concern for thin-shell thermoplastic parts during injection molding. The 

degree of warpage and shrinkage is strongly influenced by the machining parameters of the injection molding process 

[9, 10]. 

Taguchi's factorial experimental design is centered on minimizing variation in the existence of external factors. Those 

trials are structured using orthogonal arrays, which integrate the impacts of each external factor and compute a signal-

to-noise ratio (S/N ratio) for each trial [11-15]. The Fuzzy Logic method, which employs automated parameter 

adjustment, reduces defects such as welding lines, thereby improving part quality [16, 17]. Multi-objective optimization 

in injection molding necessitates the use of various optimization methods. By employing Taguchi methods, the fuzzy 

analytic hierarchy process (FAHP), and the technique for order performance by similarity to the ideal solution (TOPSIS), 

the study assesses various objectives and examines common defects such as short shot potential, warpage, and shrinkage 

rate. Polypropylene is selected as the injection material, and experiments validate simulation results using Finite Element 

Analysis (FEA). The suggested approach enhances the variety of choices with a high moldability index, providing 

robustness in quality evaluation for injection-molded parts. Further research could extend the scope to include additional 

quality criteria and parameters in injection molding processes [18]. 

Previous studies have focused on optimizing parameters of the process for horizontal injection molding of 

polypropylene (PP) and polystyrene (PS) to produce cups. An integrated approach revealed significant effects of 

injection pressure and temperature on roughness of surface and shrinkage, leading to the determination of optimal 

parameters for both materials and resulting in minimized roughness of surface and shrinkage in the molded cups [19]. 

Other reviews have explored efforts to optimize parameters of process to minimize shrinkage deformations and warpage 

in plastic injection molding (PIM). These reviews outlined the manufacturing process and factors contributing to these 

defects, followed by recent advancements in optimization methods such as artificial neural networks and genetic 

algorithms, and future aspects on quality assurance in injection molding machines were also considered [20]. 

Additionally, studies have examined factors influencing residual stresses and dimensional changes in injection-molded 

polypropylene. Through computer simulations and mechanical, thermal, and chemical evaluations, it was found that part 

geometry and holding pressure significantly affect warpage, while post-molding conditions have less influence. Ribbed 

specimens and lower holding pressures exhibited higher warpage, while annealing improved warpage and impact 

strength. Shrinkage values were unaffected by the parameters assessed [21]. 

Although Artificial Neural Network (ANN) models have demonstrated effectiveness in predicting nonlinear 

responses and facilitating process parameter optimization based on quality criteria, current methods for evaluating 

injection molding quality have limitations. This has led to the introduction of a novel approach that combines Taguchi 

with FAHP, TOPSIS, and ANN. This method aims to minimize the number of experiments required to determine optimal 

parameter levels, focusing on analyzing sink marks and shrinkage rates in plastic products. For example, Fonseca et al. 

(2024) demonstrated an integrated finite element/artificial neural network approach to enhance the strength and 

manufacturability of composite automotive components [22]. Similarly, Panchal & Sheth (2023) critically reviewed the 

application of artificial neural networks in optimizing injection molding process parameters [23]. Kengpol & Tabkosai 

(2024) proposed a hybrid deep learning model combining TSA with ANN for cost evaluation in the plastic injection 

industry [24]. EL Ghadoui et al. (2023) introduced a hybrid optimization method utilizing artificial neural networks and 

genetic algorithms for intelligent manufacturing in plastic injection molding [25]. Hermann et al. (2024) explored the 

use of neural networks to predict fiber orientation and geometry influence in injection molded components [26]. 

Furthermore, Ez-Zahraouy & Kamach (2024) investigated machine learning methods for quality prediction in injection 

molding processes [27]. Lastly, Seifert et al. (2024) examined the applicability of invertible neural networks in the 

injection molding process [28]. 

Identifying the optimal set of process parameters to mitigate defects is essential. This study aims to determine the 

best parameter combination to eliminate sink marks and minimize shrinkage rates. The parameters under examination 

include filling time, part cooling time, pressure holding time, melt temperature, and mold temperature. These parameters 

significantly influence the cooling and solidification process of the molten plastic inside the mold. 
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1-1- Gaps in Literature and Proposed Approach 

Despite significant advancements in optimizing injection molding processes, gaps remain in effectively integrating 

multiple optimization methods and evaluating their combined impact on reducing defects. Previous studies have 

primarily focused on individual methods such as Taguchi, Fuzzy Logic, or ANN models. There is a need for a 

comprehensive approach that combines these methods to enhance the overall quality and efficiency of the injection 

molding process. 

This study proposes an integrated approach combining Taguchi, FAHP, TOPSIS, and ANN to optimize injection 

molding process parameters. By evaluating multiple objectives and analyzing common defects like short shot possibility, 

shrinkage rate, and warpage, this approach aims to improve the moldability index and robustness in quality evaluation 

for injection-molded parts. This method will be validated using Finite Element Analysis (FEA) and experimental results, 

providing a more holistic and effective optimization strategy for the injection molding industry. 

This article systematically explores the optimization of parameters in the injection molding process. It begins with an 

Introduction that outlines the importance and complexity of the plastic injection molding process, highlighting the need 

for meticulous design and parameter optimization to reduce defects such as shrinkage and warpage. The Material and 

Method section follows, presenting a comprehensive methodology that integrates FAHP, TOPSIS, and Taguchi to 

enhance moldability, including steps for problem description, parameter evaluation, optimization, and validation using 

ANN. The Problem Description elaborates on the key defects (shrinkage and sink marks) and their assessment using 

fuzzy evaluation and variable weighting. The Taguchi Orthogonal Array and TOPSIS sections detail the experimental 

design and prioritization of trials based on defect severity. The Results and Discussion section analyses the outcomes, 

highlighting the implications for propeller design in micro aircraft. The integration of ANN with Genetic Algorithm is 

explained to further optimize process parameters. Finally, the Conclusion summarizes the effectiveness of the proposed 

integrated approach and suggests directions for future research to enhance quality evaluation in injection molding. 

2- Material and Methods 

This study presents an extensive approach that combines FAHP, TOPSIS, and Taguchi methods to enhance multi-

objective optimization in injection molding processes. The primary objective is to identify the most favorable alternatives 

with enhanced moldability. The proposed approach encompasses four distinct phases as shown in Figure 1. 

1. Problem description: This phase involves defining two distinct plastic defects as the basis for quality evaluation 

in the injection molding process. 

2. Application of FAHP with Taguchi: In this stage, significant parameters are evaluated and weighted using FAHP 

in conjunction with Taguchi. This process aims to expand the pool of alternatives within the injection molding 

process. 

3. TOPSIS: The TOPSIS method is employed to calculate varied weights for optimization purposes, contributing to 

the selection of alternatives with superior moldability. 

4. Analysis of the results: This phase involves assessing the outcomes to identify various alternatives in injection 

molding characterized by a high Moldability Index. 

5. Validation using ANN: The final step involves validating the obtained results through the application of Artificial 

Neural Networks (ANN), ensuring the robustness and reliability of the proposed methodology. 

 

Figure 1. Flowchart of the proposed methodology 

By employing a combination of advanced optimization techniques such as the Taguchi method, FAHP, TOPSIS, and 

ANN, this research offers a systematic approach to evaluating diverse objectives and identifying the optimal 

configuration for the moldability index. This integrated methodology enables researchers and manufacturers to 

effectively address multiple objectives simultaneously, considering critical factors like shrinkage rates and sink marks 

that directly impact component quality. 

Furthermore, the validation of simulation results through Finite Element Analysis (FEA) and ANN adds credibility 

to the proposed optimization methodology, ensuring that the findings are robust and applicable in real-world 

manufacturing settings. The negligible margin of error observed in optimization methods underscores the accuracy and 

reliability of the proposed approach, further reinforcing its necessity and relevance in the field of injection molding for 

aviation propeller manufacturing. 
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The integration of FAHP, TOPSIS, and the Taguchi method creates a comprehensive and robust optimization 

framework. FAHP addresses uncertainty in parameter weighting, the Taguchi method systematically explores parameter 

effects, and TOPSIS effectively ranks alternatives. This synergistic approach ensures that the most effective process 

parameters are identified for injection molding optimization, enhancing the overall quality and performance of aviation 

propeller manufacturing. 

2-1- Problem Description  

The assessment of the quantity of external and internal defects in injected components serves as a crucial determinant 

of their overall quality. Among the prevalent defects adversely affecting the quality of parts produced through injection 

molding are the shrinkage rate and sink marks, illustrated in Figure 2. Both of these defects are intricately linked to 

geometric and process parameters. Shrinkage occurs during the packing/holding stage and cooling stage, while sink 

marks manifest during the cooling stage, stemming from non-uniformity of shrinkage. 

 

Figure 2. Criteria for quality evaluation 

To assess the severity of each defect in the injected part, a fuzzy evaluation is employed, categorizing them into five 

distinct levels denoted as ᾶ1, ᾶ2,  ᾶ3,  ᾶ4, 𝑎𝑛𝑑 ᾶ5. The gravity of each defect is established through the application of 

linguistic terms such as very low, low, medium, high, and very high, as depicted in Figure 2. Additionally, for rating the 

severity of defects, triangular membership functions are utilized, with corresponding triplet descriptions presented in 

both Figure 3 and Table 1 [16, 21, 29, 30]. 

In the fuzzy evaluation process, membership functions (such as triangular, trapezoidal, or Gaussian) represent the 

degree to which a defect like shrinkage or sink marks belongs to a fuzzy set, mapping severity to a value between 0 and 

1. This process involves defining membership functions based on expert knowledge and historical data, assigning 

weights via the FAHP process, and integrating these elements using the Fuzzy-TOPSIS method. This comprehensive 

approach ensures a robust assessment of defect severity and helps identify optimal injection molding parameters. 

 

Figure 3. Triangular membership function representing the severity of both shrinkage rate and sink mark 

Table 1. Triplet characterization of linguistic variables used to assess the severity of defect weightiness 

Linguistic variables Fuzzy rating Triple description 

Very High a5 (0.75, 1, 1) 

High a4 (0.5, 0.75, 1) 

Medium a3 (0.25, 0.5, 0.75) 

low a2 (0, 0.25, 0.5) 

Very low a1 (0, 0, 0.25) 
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2-2- Computation of the Weights for State Variables 

To assign weights to variables, a variable weight profit vector is employed to modify the weights of chosen 

parameters, influencing the determination of product quality. This approach involves penalizing significant defects by 

adjusting negative parameters, while minor defects are incentivized through adjustments to positive factors. The 

introduction of corresponding adjustment parameters allows for the controlled modulation of punishment and reward 

levels [21, 30]. 

The vector 𝐒(𝐗𝐣) = {𝑠1(𝑥𝑗), 𝑠2(𝑥𝑗),… , 𝑠𝑝(𝑥𝑗)} is referred to as a p-dimensional variable weight profit vector. 

𝑠𝑗(𝑥𝑗) =

{
 
 

 
 

𝜆1𝛼     𝑥𝑗 = ᾶ1        

    𝛼         𝑥𝑗 = ᾶ2            

    1         𝑥𝑗 = ᾶ3            

   𝛽        𝑥𝑗 = ᾶ4           

𝜆2𝛼    𝑥𝑗 = ᾶ5         

 (1) 

where 𝑗 ∈  {1, 2… , 𝑛}.𝛼, 𝛽 and 𝜆 are regarded as positive factor, negative factor, and regulative factor respectively [18]. 

2-3- Description and Application of Variable Weighting 

The preliminary weights for each parameter are assigned using the Analytic Hierarchy Process (AHP). Initially, the 

weight for each parameter is determined by considering the relationships among defects (as illustrated in Figure 1) and 

the significance of defects relative to each other. The variable weight vector W is obtained as the normalized product of 

the constant weight factor w and the variable weight state vector s, as indicated in Equation 2 [18]. 

𝑊𝒋(𝑥𝑗) =
𝑤𝑗𝑠𝑗(𝑥𝑗)

∑ 𝑤𝑘
𝑛
𝑘=1 𝑠𝑘(𝑥𝑗)

 (2) 

2-4- Taguchi-Designed Matrix for Experimental Design 

This study incorporates a synergistic approach, combining Taguchi methodology with other optimization tools to 

evaluate the moldability indices of injected parts. All process parameters (five), each spanning five different levels as 

detailed in Table 2, are selected based on the Triangular membership function of Fuzzy. Furthermore, the choice of these 

parameters is guided by an extensive literature review, highlighting their significant impact on the injection process for 

evaluating three specific plastic defects. Furthermore, the choice of the L25 orthogonal array, as depicted in Table 3, is 

guided by the requisite number of parameters and levels for the study. 

Table 2. Process parameters at five different levels 

Parameters L1 L2 L3 L4 L5 

Melt Temp (P1) (°C) 200 215 230 255 280 

Mold Temp (P2) (°C) 20 35 50 65 80 

Filling Time (P3) (sec) 0.5 0.75 1 1.25 1.5 

Pressure Holding Time (P4) (sec) 0.5 1 2 4 6 

Pure Cooling Time (P5) (sec) 2 3 4 5 6 

2-5- TOPSIS 

This work involves m trial experiments and evaluates n distinct injection defects for quality assessment. The initial 

step entails assessing the initial weights of selected defects through the AHP (Analytic Hierarchy Process). Subsequently, 

a fuzzy relative matrix is considered based on the severity of potential plastic defects which �̃� = [�̃�𝑖𝑗]𝑚×𝑛 . Subsequently, 

the diverse weight for each criterion can be determined using Equations 1 and 2. Finally, Equation 3 is employed to 

represent the resulting varied weighted fuzzy evaluation matrix [18]. 

�̃� = [�̃�𝑖𝑗 ]𝑚×𝑛            i = 1, 2,… , m       j= 1,2,…,n (3) 

where: �̃�𝑖𝑗 = �̃�𝑖𝑗 ×𝑊𝒋 = (𝑟𝑖𝑗1𝑊𝒋, 𝑟𝑖𝑗2𝑊𝒋, 𝑟𝑖𝑗3𝑊𝒋) 

Here's a paraphrased and corrected version: 

The TOPSIS method is used to rank 25 experiments by maximizing their distance from the negative ideal solution 

and minimizing their distance from the positive ideal solution. Derived from the weighted normalized fuzzy decision 

matrix, it is evident that the elements �̃�𝒊𝒋 of normalized positive triangular numbers and their range fall within the closed 

interval [0, 1]. Consequently, the definition for the fuzzy positive ideal solution (FPIS) and fuzzy negative ideal solution 

(FNIS) is as follows [18]: 
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 𝐀+ = {�̃�1
+ �̃�2

+  …   �̃�𝑛
+ } (4) 

 𝐀− = {�̃�1
− �̃�2

−  …   �̃�𝑛
− } (5) 

Where: �̃�𝐣
+ = ( 𝑣𝑗

+ , 𝑣𝑗
+ , 𝑣𝑗

+ ), 𝐯𝐣
+ = max(𝑣𝑖𝑗

+ ),�̃�𝐣
− = ( 𝑣𝑗

− , 𝑣𝑗
− , 𝑣𝑗

− )  &  𝐯𝐣
− = min(𝑣𝑖𝑗

− ) 

Table 3. L25 orthogonal array 

Experiment P1 P2 P3 P4 P5 

1 1 1 1 1 1 

2 1 2 2 2 2 

3 1 3 3 3 3 

4 1 4 4 4 4 

5 1 5 5 5 5 

6 2 1 2 3 4 

7 2 2 3 4 5 

8 2 3 4 5 1 

9 2 4 5 1 2 

10 2 5 1 2 3 

11 3 1 3 5 2 

12 3 2 4 1 3 

13 3 3 5 2 4 

14 3 4 1 3 5 

15 3 5 2 4 1 

16 4 1 4 2 5 

17 4 2 5 3 1 

18 4 3 1 4 2 

19 4 4 2 5 3 

20 4 5 3 1 4 

21 5 1 5 4 3 

22 5 2 1 5 4 

23 5 3 2 1 5 

24 5 4 3 2 1 

25 5 5 4 3 2 

The computation of the distance for each alternative or experiment, as per the orthogonal array, can be determined by 

[18]: 

𝑑𝑖
+ =∑𝑑(�̃�𝑖𝑗

𝑛

𝑗=1

, �̃�𝑗
+), ∀𝑖 = 1,2, . . . , 𝑚 (6) 

𝑑𝑖
− =∑𝑑(�̃�𝑖𝑗

𝑛

𝑗=1

, �̃�𝑗
−), ∀𝑖 = 1,2, . . . , 𝑚 (7) 

Where; 𝑑(�̃�𝑖𝑗 , �̃�𝑗
±) = [1/3((𝑣𝑖𝑗1 − 𝑣11

±)2 + (𝑣𝑖𝑗2 − 𝑣12
±)2 + (𝑣𝑖𝑗3 − 𝑣13

±)2))]0.5. 

Ultimately, the Moldability Index (MI) is computed as the quality index for the n choices. The MI serves as an 

indicator of the molding capability, influenced by the chosen parameters in the injection process. A higher Moldability 

Index signifies superior outcomes with minimized scrap during the process [18]. 

𝑀𝐼𝑖 =
𝑑𝑖
+

𝑑𝑖
+ + 𝑑𝑖

− ; 𝑖 = 1,2, . . . , 𝑚. (8) 
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3- Results and Discussion 

The plastic propeller designed for micro aircraft plays a crucial role in improving both efficiency and weight 

considerations as shown in Figure 4. Typically crafted from lightweight and durable materials such as nylon or composite 

plastics, these propellers contribute to the overall agility and maneuverability of micro aircraft. The design intricacies 

focus on aerodynamic efficiency, balancing thrust generation and energy conservation. Plastic propellers are particularly 

advantageous for micro aircraft due to their low weight, which is critical for maintaining desired performance 

characteristics. Additionally, their resistance to corrosion and affordability makes them a practical choice for small-scale 

aerial vehicles. The application of plastic propellers in micro aircraft underscores the importance of precision engineering 

to achieve optimal flight performance and stability in this specialized domain. 

Shrinkage and sink marks are crucial aspects to consider during the injection molding process for componen ts 

such as propellers, given their potential to affect the structural strength, surface finish, and overall functionality of 

the part. These defects arise due to the complex interactions between material properties, part geometry, and process 

parameters during molding. In this study, a comprehensive examination of shrinkage and sink marks was conducted 

using SolidWorks Plastics. The analysis focused on a propeller designed for micro aircraft, which measures 333 mm 

in length with a mounting point diameter of 19 mm. The injection molding process was simulated with three 

designated gates to evaluate the accuracy of the results using Finite Element Analysis (FEA). A shell (triangle) mesh 

with a size of 5 mm for the thicker part and 3 mm for the thinner sections resulted in a total of 14,399 triangles. 

Polypropylene (PP) was chosen as the material for the injected component, utilizing a surface mesh with an element 

thickness of 1 mm. 

SolidWorks Plastics was employed to conduct a comprehensive examination of shrinkage and sink marks. In the 

realm of injection molding, the occurrences of shrinkage and sink marks are prevalent phenomena encountered during 

the cooling and solidification phases of the molded component. Shrinkage refers to the reduction in size or volume  

of a molded part as it cools from its molten state to a solid state. If not properly accounted for in the design and 

processing parameters, shrinkage can result in the final part dimensions being smaller than intended. The relationship 

between shrinkage and warpage lies in the uneven distribution of shrinkage within the part. Variations in cooling 

rates, material properties, and part geometry can lead to differential shrinkage across different regions of the part. 

This non-uniform shrinkage generates internal stresses, which, in turn, contribute to warpage [31]. Therefore, in the 

context of propeller applications within the aviation industry, a thorough analysis of the identified defects holds 

considerable significance. Employing the chosen orthogonal array based on Taguchi methodology, 25 trials are 

simulated. It is noteworthy that the minimum shrinkage is associated with trials 4 and 5, as depicted in Figure 5a, 

while the maximum shrinkage corresponds to trial number 22, as illustrated in Figure 5b. Thinner parts tend to 

experience more significant shrinkage in injection molding due to several factors, namely cooling rate, thermal 

contraction, material flow, and residual stress [31]. 

Another consideration in this research is the analysis of sink mark. Sink marks are depressions or dimples on the 

surface of a molded part caused by uneven cooling and solidification of the material. Sink marks can affect the 

cosmetic appearance of the part, and in some cases, they may compromise its structural integrity. They a re typically 

more pronounced in areas with thicker cross-sections. Illustrated in Figures 6a and 6b, the least pronounced sink 

marks in the injected components are linked to trials 2 and 3, while the highest magnitude is associated with trial 

number 22. 

 

Figure 4. 3D design of plastic propeller with three gates location  
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(a) 

 
(b) 

Figure 5. (a) Minimum shrinkage (b) Maximum shrinkage 

 
(a) 

 
(b) 

Figure 6. (a) Minimum sink mark and (b) Maximum sink mark 
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SolidWorks Plastics is utilized to assess the results of injection molding across 25 experiments, employing the 

Taguchi method and a chosen L25 orthogonal array. The evaluation focuses on two plastic defects, namely shrinkage 

and sink marks, aiming to identify the optimal trial number associated with the minimal occurrence of defects in the 

injected parts. The initial weighting of each plastic defect is determined through the Analytic Hierarchy Process (AHP), 

as presented in Table 4, utilizing a classification outlined in Figure 2. 

Table 4. Calculation of initial weights 

 S1 S2 Initial weight 

Step weight 0.7 0.3  

Shrinkage 1  0.7 

Sink mark  1 0.3 

The assessment of fuzzy ratings for two distinct defects identified in flow analysis through SolidWorks Plastics is 

executed across 25 trial numbers. Varying levels of fuzzy ratings are assigned based on the severity of these defects, 

represented as triangular fuzzy numbers, as delineated in Table 5. 

In accordance with expert knowledge, assuming α=β=1.25 and λ₁ =λ₂ =1.5, the diverse weights for each defect are 

computed in Table 6 utilizing Equations 1 and 2. Subsequently, fuzzy logic is employed to assess the outcomes of the 

25 trials across three distinct defects, as illustrated in Table 7, following the principles outlined in Equation 3. 

Ultimately, the moldability index is computed for the 25 trial numbers, as demonstrated in Table 8, utilizing Equation 

8. Therefore, trial numbers 1 to 5 exhibit the highest moldability index. The integration of Taguchi with the fuzzy logic 

method and TOPSIS provides a notable advantage in expanding the array of moldability index alternatives. These high 

moldability index trials (1 to 5) can be a viable option when configuring parameters for the initial five trials proves 

challenging in terms of factors such as injected parts, material, variable cost, and injection machine. Importantly, the 

evaluation of defects for each trial number encompasses a holistic consideration of both plastic defects, as opposed to 

individual assessments. 

Table 5. Fuzzy ratings for 25 trial numbers considering two plastic defects 

Trial number Shrinkage Sink mark 

1 ᾶ1 (0,0,0.25) ᾶ1 (0,0,0.25) 

2 ᾶ1 (0,0,0.25) ᾶ1 (0,0,0.25) 

3 ᾶ1 (0,0,0.25) ᾶ1 (0,0,0.25) 

4 ᾶ1 (0,0,0.25)) ᾶ1 (0,0,0.25)) 

5 ᾶ1 (0,0,0.25)) ᾶ1 (0,0,0.25)) 

6 ᾶ2 (0,0.25,0.5) ᾶ2 (0,0.25,0.5) 

7 ᾶ2 (0,0.25,0.5) ᾶ2 (0,0.25,0.5) 

8 ᾶ2 (0,0.25,0.5) ᾶ2 (0,0.25,0.5) 

9 ᾶ2 (0,0.25,0.5) ᾶ2 (0,0.25,0.5) 

10 ᾶ2 (0,0.25,0.5) ᾶ2 (0,0.25,0.5) 

11 ᾶ3 (0.25,0.5,0.75) ᾶ3 (0.25,0.5,0.75) 

12 ᾶ3 (0.25,0.5,0.75) ᾶ3 (0.25,0.5,0.75) 

13 ᾶ3 (0.25,0.5,0.75) ᾶ3 (0.25,0.5,0.75) 

14 ᾶ3 (0.25,0.5,0.75) ᾶ3 (0.25,0.5,0.75) 

15 ᾶ3 (0.25,0.5,0.75) ᾶ3 (0.25,0.5,0.75) 

16 ᾶ4 (0.5,0.75,1) ᾶ4 (0.5,0.75,1) 

17 ᾶ4 (0.5,0.75,1) ᾶ4 (0.5,0.75,1) 

18 ᾶ4 (0.5,0.75,1) ᾶ4 (0.5,0.75,1) 

19 ᾶ4 (0.5,0.75,1) ᾶ4 (0.5,0.75,1) 

20 ᾶ4 (0.5,0.75,1) ᾶ4 (0.5,0.75,1) 

21 ᾶ5 (0.75,1,1) ᾶ4 (0.5,0.75,1) 

22 ᾶ5 (0.75,1,1) ᾶ5 (0.75,1,1) 

23 ᾶ5 (0.75,1,1) ᾶ5 (0.75,1,1) 

24 ᾶ5 (0.75,1,1) ᾶ5 (0.75,1,1) 

25 ᾶ5 (0.75,1,1) ᾶ4 (0.5,0.75,1) 
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Following the computation of the Moldability Index as per Table 8, the subsequent stage involves calculating the 

Signal-to-Noise ratio, as presented in the same table, to establish the response table for Taguchi. The Response Table of 

Taguchi, as delineated in Table 9, will ascertain the optimal levels for each selected parameter, aiming to achieve 

minimal defects coupled with the highest moldability index. As indicated in Table 9, the optimal settings for the selected 

parameters are as follows: melt temperature at level 1, mold temperature at level 1, filling time at level 5, pressure 

holding time at level 4, and pure cooling time at level 3. 

Once the optimal level has been identified, it is imperative to execute a simulation to verify that the defect values are 

significantly lower when compared to the minimum values of shrinkage and sink marks, as indicated in Figures 5 and 6. 

Consequently, the minimum values of shrinkage and sink marks corresponding to the optimal levels of the selected 

parameters are detailed in Figure 7. 

Table 6. Computation of diverse weights utilizing the variable weight profit factor 

Trial number 
Shrinkage Sink mark 

Xj Sj(Xj) 𝒘𝒋(Xj) Xj Sj(Xj) 𝒘𝒋(Xj) 

1 ᾶ1 1.875 1.56 ᾶ1 1.875 3.93 

2 ᾶ1 1.875 1.56 ᾶ1 1.875 3.93 

3 ᾶ1 1.875 1.56 ᾶ1 1.875 3.93 

4 ᾶ1 1.875 1.56 ᾶ1 1.875 3.93 

5 ᾶ1 1.875 1.56 ᾶ1 1.875 3.93 

6 ᾶ2 1.25 1.38 ᾶ2 1.25 2.72 

7 ᾶ2 1.25 1.38 ᾶ2 1.25 2.72 

8 ᾶ2 1.25 1.38 ᾶ2 1.25 2.72 

9 ᾶ2 1.25 1.38 ᾶ2 1.25 2.72 

10 ᾶ2 1.25 1.38 ᾶ2 1.25 2.72 

11 ᾶ3 1 1.30 ᾶ3 1 2.30 

12 ᾶ3 1 1.30 ᾶ3 1 2.30 

13 ᾶ3 1 1.30 ᾶ3 1 2.30 

14 ᾶ3 1 1.30 ᾶ3 1 2.30 

15 ᾶ3 1 1.30 ᾶ3 1 2.30 

16 ᾶ4 1.25 1.38 ᾶ4 1.25 2.72 

17 ᾶ4 1.25 1.38 ᾶ4 1.25 2.72 

18 ᾶ4 1.25 1.38 ᾶ4 1.25 2.72 

19 ᾶ4 1.25 1.38 ᾶ4 1.25 2.72 

20 ᾶ4 1.25 1.38 ᾶ4 1.25 2.72 

21 ᾶ5 1.875 1.38 ᾶ4 1.25 3.58 

22 ᾶ5 1.875 1.56 ᾶ5 1.875 3.93 

23 ᾶ5 1.875 1.56 ᾶ5 1.875 3.93 

24 ᾶ5 1.875 1.56 ᾶ5 1.875 3.93 

25 ᾶ5 1.875 1.38 ᾶ4 1.25 3.58 

A comprehensive sensitivity analysis assessed the influence of process parameters on defects like shrinkage rate and 

sink mark by systematically varying parameters such as melt temperature, mold temperature, filling time, cooling time, 

and pressure holding time. The FAHP method was used to weigh the significance of each parameter, which was then 

integrated with the Taguchi method's L25 orthogonal array for a thorough examination of parameter interactions and 

their sensitivity. The TOPSIS method ranked parameter combinations based on performance, identifying the most robust 

settings. Validation with ANN provided a predictive model, confirming that the optimal settings were robust with 

minimal deviation in defect rates under varied conditions. 
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Table 7. Fuzzy evaluation of results from 25 mold schemes through simulation 

Trial number Shrinkage Sink mark 

1 (0, 0, 0.39) (0, 0, 0.98) 

2 (0, 0, 0.39) (0, 0, 0.98) 

3 (0, 0, 0.39) (0, 0, 0.98) 

4 (0, 0, 0.39) (0, 0, 0.98) 

5 (0, 0, 0.39) (0, 0, 0.98) 

6 (0, 0.34, 0.69) (0, 0.68, 1.36) 

7 (0, 0.34, 0.69) (0, 0.68, 1.36) 

8 (0, 0.34, 0.69) (0, 0.68, 1.36) 

9 (0, 0.34, 0.69) (0, 0.68, 1.36) 

10 (0, 0.34, 0.69) (0, 0.68, 1.36) 

11 (0.32, 0.65, 0.97) (0.57, 1.15, 1.72) 

12 (0.32, 0.65, 0.97) (0.57, 1.15, 1.72) 

13 (0.32, 0.65, 0.97) (0.57, 1.15, 1.72) 

14 (0.32, 0.65, 0.97) (0.57, 1.15, 1.72) 

15 (0.32, 0.65, 0.97) (0.57, 1.15, 1.72) 

16 (0.69, 1.03, 0.13) (1.36, 2.04, 0.27) 

17 (0.69, 1.03, 0.13) (1.36, 2.04, 0.27) 

18 (0.69, 1.03, 0.13) (1.36, 2.04, 0.27) 

19 (0.69, 1.03, 0.13) (1.36, 2.04, 0.27) 

20 (0.69, 1.03, 0.13) (1.36, 2.04, 0.27) 

21 (1.03, 1.38, 1.72) (1.79, 2.68, 3.58) 

22 (1.17, 1.56, 1.95) (2.94, 3.93, 4.91) 

23 (1.17, 1.56, 1.95) (2.94, 3.93, 4.91) 

24 (1.17, 1.56, 1.95) (2.94, 3.93, 4.91) 

25 (1.17, 1.56, 1.95) (1.79, 2.68, 3.58) 

Table 8. Moldability indices for 25 mold schemes derived from simulation 

Trial number 𝒅𝒊
+ 𝒅𝒊

− 𝒅𝒊
+ + 𝒅𝒊

− MIi S/N 

1 5.073 0.7924 5.8663 0.8649 -1.260 

2 5.073 0.7924 5.8663 0.8649 -1.260 

3 5.073 0.7924 5.8663 0.8649 -1.260 

4 5.073 0.7924 5.8663 0.8649 -1.260 

5 5.073 0.7924 5.8663 0.8649 -1.260 

6 4.544 1.3232 5.8675 0.7744 -2.219 

7 4.544 1.3232 5.8675 0.7744 -2.219 

8 4.544 1.3232 5.8675 0.7744 -2.219 

9 4.544 1.3232 5.8675 0.7744 -2.219 

10 4.54431 1.3232 5.8675 0.7744 -2.219 

11 3.7672 1.9442 5.7114 0.6595 -3.614 

12 3.7672 1.9442 5.7114 0.6595 -3.614 

13 3.7672 1.9442 5.7114 0.6595 -3.614 

14 3.7672 1.9442 5.7114 0.6595 -3.614 

15 3.7672 1.9442 5.7114 0.6595 -3.614 

16 3.8113 2.1467 5.9581 0.6396 -3.880 

17 3.8113 2.1467 5.9581 0.6396 -3.880 

18 3.8113 2.1467 5.9581 0.6396 -3.880 

19 3.8113 2.1467 5.9581 0.6396 -3.880 

20 3.8113 2.1467 5.9581 0.6396 -3.880 

21 1.7779 4.1911 5.9690 0.2978 -10.519 

22 1.1206 5.6032 6.7238 0.1666 -15.563 

23 1.1206 5.6032 6.7238 0.1666 -15.563 

24 1.1206 5.6032 6.7238 0.1666 -15.563 

25 1.7620 4.3748 6.1368 0.2871 -10.838 
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Table 9. Response Table of Taguchi for the optimum level 

Parameters L1 L2 L3 L4 L5 

Melt Temp (P1) (°C) -1.2604 -2.2198 -3.6144 -3.8806 -13.6095 

Mold Temp (P2) (°C) -4.2990 -5.3076 -5.3076 -5.3076 -4.3628 

Filling Time (P3) (sec) -5.3076 -5.3076 -5.3076 -4.3628 -4.2990 

Pressure Holding Time (P4) (sec) -5.3076 -5.3076 -4.3628 -4.2990 -5.3076 

Pure Cooling Time (P5) (sec) -5.3076 -4.3627 -4.2990 -5.3076 -5.3076 

 

(a) 

 

(b) 

Figure 7. (a) Optimum shrinkage and (b) Optimum sink mark 

Quantifying and Measuring Shrinkage and Sink Marks Shrinkage in the study is quantified and measured using 

SolidWorks Plastics, a simulation tool that predicts the behavior of plastics during the injection molding process. The 

shrinkage rate is determined by comparing the dimensions of the part in its molten state with its final dimensions after 

cooling. This comparison is made using precise measurements obtained from the simulation results, which account for 

the material properties, mold design, and process parameters. 

Sink marks are also quantified using SolidWorks Plastics. The tool simulates the cooling and solidification process 

to predict areas where sink marks are likely to occur. The depth and distribution of sink marks are measured using the 

software’s analysis features, which provide detailed surface topology data. This information helps in identifying and 

quantifying the severity of sink marks on the molded part. 

By expanding the scope of the study to include these additional defects, a more comprehensive understanding of the 

factors influencing injection molding quality can be achieved. Future research could employ similar multi-objective 

optimization techniques to address these issues, further improving the overall quality of molded components. 

3-1- Artificial Neural Network with Genetic Algorithm 

The Artificial Neural Network (ANN) emerges as a powerful modeling tool, showcasing a unique capability to learn 

and produce functions by training data. ANNs create relations between input and output variables through the use of 
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specific transfer functions. Comprising neurons, these small, interconnected processors communicate through weighted 

linkages, enabling the transmission of messages between them. In a sequence of training operations, biases and weights 

are adjusted to refine the network's performance [32, 33]. The backpropagation learning algorithm, a widely employed 

technique in engineering applications, was selected for this study, with the Levenberg–Marquardt variant chosen for 

training. The ANN modeling process involves two crucial phases: training and testing. During training, the network 

learns from a dataset, adjusting connection weights to minimize errors when comparing generated outputs with training 

patterns. The network iterates through the dataset until errors fall within acceptable tolerance levels [34]. The general 

step of ANN is given as below: 

1. Data Collection and Preprocessing 

 Gather and clean data. 

 Normalize the data to a standard range. 

2. Define the Neural Network Architecture 

 Specify input neurons matching the features. 

 Determine the number of hidden layers and neurons. 

 Define output neurons based on the task. 

3. Initialize Weights and Biases 

 Randomly initialize weights and biases. 

4. Choose Activation Functions 

 Select activation functions for each layer (e.g., sigmoid, tanh, ReLU). 

5. Forward Propagation 

 Compute weighted sums and apply activation functions layer by layer to generate predictions. 

6. Compute the Loss Function 

 Calculate the error by comparing predictions with actual targets using a suitable loss function. 

7. Backpropagation 

 Calculate gradients of the loss with respect to weights and biases. 

 Update weights and biases using gradient descent. 

8. Training the Network 

 Iterate forward propagation, loss computation, and backpropagation for multiple epochs. 

 Use a validation dataset to monitor performance and avoid overfitting. 

9. Model Evaluation 

 Evaluate the trained model on a test dataset using relevant metrics. 

10. Hyperparameter Tuning 

 Optimize the model's performance by experimenting with different hyperparameters (e.g., learning rate, batch size). 

11. Deployment and Inference 

 Deploy the trained model for real-world data predictions. 

 Continuously monitor and update the model as needed. 

This framework outlines the key steps for developing, training, and deploying an Artificial Neural Network (ANN). 

The Artificial Neural Network (ANN) used for validation was configured with the following considerations: 

- Architecture: The network typically included an input layer, one or more hidden layers, and an output layer. The 

number of neurons in each layer and the number of hidden layers were chosen based on the complexity of the data and 

the problem. 
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- Training Process: The ANN was trained using a dataset divided into training, validation, and testing sets. Training 

involved adjusting weights and biases through backpropagation and optimization algorithms such as gradient descent. 

The network was evaluated based on performance metrics like accuracy, loss, or mean squared error. 

- Factors Considered: 

 Network Depth: More layers can capture complex patterns but may require more data and computation. 

 Number of Neurons: Sufficient neurons were included to balance model capacity and overfitting. 

 Activation Functions: Functions like ReLU or sigmoid were selected based on the type of problem. 

 Learning Rate: Tuned to ensure stable and effective training. 

 Regularization Techniques: Applied to prevent overfitting and enhance generalization, such as dropout or weight 

decay. 

The ANN in this study utilized five inputs which are pressure-holding time, cooling time, filling time, mold 

temperature and melt temperature. ANN model is used to predict a combined value for three outputs (moldability index, 

shrinkage rate and sink mark). In the ANN model, combined objective output is the summation of moldability index 

with 20% importance, shrinkage rate 50% importance and sink mark 30% importance respectively. Therefore, the 

objective output was a combination of those parameters with mentioned importance percentages. 

Utilizing the backpropagation (BP) training technique, the neural network was constructed with an optimal 

configuration of layers and neurons to minimize error. Figure 8 illustrates the resulting neural network model. It shows 

that five input parameters were used with ten hidden layers. There is one combined objective output (the summation of 

20% of moldability index, 50% of shrinkage rate and 30% of sink mark) in the model as shown in Figure 8. 

 

Figure 8. Neural Network. illustrating input, layer and output numbers 

For the constructed ANN model, the regression analysis of the model was obtained and is depicted in Figure 9. It 

shows that all regression values are above 93%. Error histogram was also obtained, and it is given in Figure 10. Errors 

are the differences between targets and outputs. 

 

Figure 9. Regression of the ANN model 
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 Figure 10. Error Histogram 

After deriving the Artificial Neural Network (ANN) model, it was integrated with an algorithm of optimization within 

the computer program. In this investigation, the Genetic Algorithm (GA) method, commonly recognized in the field of 

evolutionary computations, was employed. Generally, GAs strives to construct numerical models that mirror natural 

evolution process, aiming to create a model capable of evolving towards the best possible solution for a specific problem. 

Holland [35] was the pioneer to introduce the idea of employing evolutionary principles in addressing optimization 

problems. 

Genetic algorithms (GAs) stand out as a prominent example, mimicking the evolutionary process of chromosomes in 

live organisms. GAs aims to quest for the best possible value that the function can achieve across its entire domain. GA 

introduces the principles of automatic calculation steps and model-based optimization to imitate evolutionary 

characteristics. 

GA can operate on strings of codes, functions, and numbers, making it more adept at solving complex problems [36]. 

The GA calculations involve several steps: 

1. An initial population is generated by randomly selecting genomes with different lengths. 

2. Each genome undergoes the estimation of a fitness function. 

3. The genomes in the initial population are organized in accordance with their fitness functions. 

4. Selection of the subsequent generation's genome is performed based on achieving the specified target objective 

function prescribed value. 

5. The calculation of the new generation involves utilizing the chosen genomes and the likelihoods associated with 

the GA. 

6. Termination criteria are assessed, with unsatisfied conditions prompting a return to step 2, and fulfilled criteria 

enabling the assessment of subsequent iterations. 

As a GA model parameter, an initial population of 300 was chosen similar to Goldberg's research [37], establishing 

a population at the start up for typical optimization studies [38]. Cross-over probability was set at 0.85 and mutation 

probability was 0.05 which can be considered as typical values. The algorithm was executed for 100-150 generations, a 

duration deemed sufficient for addressing these types of problems. Upon the successful convergence of the optimization 

process, the optimal configuration for the input parameters was determined. 

Subsequently, the validation of simulation outcomes through Fuzzy TOPSIS and Taguchi is essential, employing 

Artificial Neural Network (ANN) to ascertain the margin of error between these distinct optimization methodologies. 

The outcomes obtained through the ANN approach for the minimum shrinkage and sink mark are delineated as follows 

as shown in Figure 11: 
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(a) 

 
(b) 

Figure 11. (a) Optimum shrinkage and (b) Optimum sink mark based on ANN optimization method 

Therefore, the optimal settings for individual parameters using the ANN method are as follows: melt temperature set 

at level 1, mold temperature at level 5, filling time at level 1, pressure holding time at level 1, and pure cooling time at 

level 1. 

In previous study by Moayyedian et al. [39] process parameters in the injection molding of polypropylene parts were 

optimized, aiming to minimize defects such as short shot, shrinkage, and warpage using Artificial Neural Network 

(ANN) and Taguchi techniques. Both studies demonstrate effective optimization of the injection molding process using 

advanced techniques. The present study provides a more focused approach on specific defects in aviation propeller 

manufacturing, employing a combination of FAHP, fuzzy-TOPSIS, and ANN to achieve highly precise results. The 

previous study, while broader in scope, effectively identifies optimal parameters for minimizing multiple defects in 

plastic parts. The methodologies and results of both studies highlight the importance of advanced optimization 

techniques in improving the quality and efficiency of injection-molded products. 

In conclusion, it is crucial to ascertain the margin of error between two discrete optimization methodologies. Utilizing 

Equation 9, as presented below, the margin of error for shrinkage is calculated to be 0.42%, and for the sink mark, it is 

0.58%, both of which are negligible. Consequently, it is evident that the amalgamation of Fuzzy TOPSIS with Taguchi 

and ANN stands as an acceptable combination for optimizing the injection molding process.  

Margin of Error=∣∣Value 1/Value 1−Value 2∣∣×100% (9) 

4- Conclusions 

The integration of Taguchi and FAHP with TOPSIS proposes an effective method for evaluating diverse objectives 

and identifying the optimal alternative with the best moldability index in injection molding for specific parts. Taguchi 

methodology examines two common defects as criteria for assessing moldability across five process parameters at 

three levels each. A fuzzy evaluation, defining five levels, assesses the severity of each defect, with initial weight 

allocation determined via the analytic hierarchy process (AHP). The L25 orthogonal array of the Taguchi method 

assesses various alternatives for quality evaluation, while the Technique for Order of Preference by Similarity to 

Ideal Solution (TOPSIS) is used to rank the 25 experimental setups. Numerical analysis, considering two distinct 

plastic defects, is conducted for these trials, with precision ensured through Finite Element Analysis (FEA). 

Validation of simulation results is carried out using Artificial Neural Network (ANN). Based on various optimization 

methods and simulation outcomes: 

 The moldability index obtained from both methods is highly similar, indicating the robustness of the approach. 

 Minimum shrinkage and sink mark values were found to be 16.37% and 0.066mm, respectively, in the Fuzzy-

TOPSIS and Taguchi methods, and 16.42% and 0.0519mm in the ANN method, with negligible margin of error. 

 While the proposed approach addresses quality evaluation comprehensively, its scope is limited to selected 

objectives. Future research could expand on critical criteria and parameters in injection molding for more 

comprehensive guidelines. 
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