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Abstract 

The aim of this research was to develop and apply a statistical model that can be used to forecast 
long-term daily maximum particulate matter with a diameter of less than 2.5 microns (PM2.5) 

concentrations. In order to predict the daily maximum PM2.5 concentrations in the northeastern 

region of Thailand, the extreme value theory was analyzed, and an appropriate distribution model 
was identified by employing the Generalized Pareto distribution (GPD). The data of daily maximum 

PM2.5 concentrations during the years 2021–2023 obtained from six stations was used. These 

stations are located in Khon Kaen, Loei, Nakhon Ratchasima, Nong Khai, Nakhon Phanom, and 
Ubon Ratchathani provinces. The results of this study reveal that the GPD is appropriate based on 

the results of Kolmogorov-Smirnov Statistics Test. Estimating the return levels during the following 

return periods: 2 years, 5 years, 10 years, 25 years, 50 years, and 100 years showed that the area in 
the upper northeastern region, particularly Loei and Nakhon Phanom, has daily maximum PM2.5 

concentrations above 500 micrograms per cubic meter. These results can also be used as information 
to support decision-making when conducting response planning in high-risk areas, which can be 

helpful for efficient resource planning and prevention actions. 
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1- Introduction 

Over the past decade, the general air quality in Thailand has shown a consistent decline, with many regions still 

experiencing levels of air pollutants exceeding standard thresholds. The main pollutants that are still a major problem 

include “particulate matter with a diameter of less than 2.5 microns”. Each area of the country has its own unique 

characteristics when it comes to the sources of air pollution, which are mostly related to energy-intensive operations in 

the transportation, electricity generation, and industrial sectors. Natural resource depletion, increasing environmental 

and pollution issues, and the ongoing trend of rising greenhouse gas emissions pose significant challenges to meeting 

the country's sustainable economic growth. 

A number of industries in the northeastern region of Thailand contribute to the comparatively high levels of air 

pollution there, including rice mills, tapioca starch factories, jute bale factories, and sugarcane mills. Additionally, 

biomass burning is a common source of air pollution in this region, notably from January to April [1-3], accompanied 

by substantial greenhouse gas emissions from such activity. Moreover, human activities that release particulate matter 

pollution largely affect air quality [4-6]. The northeastern region is divided from other regions by mountains, with the 
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Korat Basin and Sakon Nakhon Basin, which slope from west to east. The general weather is hot and humid, alternating 

with the dry season, which influences the strength of the wind and the dispersion of air pollution. In addition, the region 

is also affected by transboundary haze. During the summer, more than 7,000 hotspots in the Great Mekong Subregion 

countries, including Laos, Myanmar, Vietnam, and Cambodia, cause transboundary haze. Furthermore, border trade is 

currently growing exponentially. There are three significant border trade routes and border crossings from the 

northeastern region to Lao PDR, Southern China, and Vietnam. As a result, there are more industrial facilities in the 

region and a large amount of goods being shipped to neighboring countries, which inevitably leads to an increase in air 

pollution. Thus, air pollution forecasting is crucial. The forecast’s results show how much pollution there will be in the 

future, which is helpful in resource planning for efficient prevention. Using a faulty model would result in highly 

inaccurate forecasts, which would cause planning decisions to fluctuate and become inconsistent with future situations. 

Many researchers have developed models to forecast PM2.5 concentrations by creating prediction models with the Box–

Jenkins method [7-11]. Additionally, some researchers have studied the effects of meteorological factors on PM2.5 

concentrations [12-18], but these seek to produce short-term forecasts. Long-term forecasting is therefore crucial and 

required. Extreme value theory has been utilized by numerous researchers to develop models that predict long-term 

extreme values. These models have been applied in the fields of meteorology [19-25], medicine [26-29], insurance [30-

32], risk management [33, 34], and machine learning [35, 36]. 

The researcher is interested in studying the model development to forecast long-term PM2.5 concentrations for the 

northeastern region of Thailand using the extreme value theory. Generally, PM2.5 concentrations are collected from 

ground stations, and spatial interpolation such as the nearest-neighbor method [37] and the kriging interpolation method 

[38] are used to extend from each point to a wider plane. Thus, in this research, the return levels of extreme PM2.5 

concentrations are estimated, along with GIS, to help predict PM2.5 concentrations that can occur in the future. Relevant 

agencies therefore can use the information from the research results to work more efficiently. This will enable them to 

provide information to the public so that people can take preventive measures against air pollution and minimize acts 

that have an impact on it. 

2- Domain of Experiment and Methodology 

2-1- Domain of Experiment 

There are 20 provinces in the northeastern region of the Thailand study area, including Amnat Charoen, Bueng Kan, 

Buriram, Chaiyaphum, Kalasin, Khon Kaen, Loei, Maha Sarakham, Mukdahan, Nakhon Phanom, Nakhon Ratchasima, 

Nong Bua Lamphu, Nong Khai, Roi Et, Sakon Nakhon, Sisaket, Surin, Ubon Ratchathani, Udon Thani, and Yasothon 

provinces, which are shown in Figure 1. 

 

Figure 1. The provinces of the northeastern region of Thailand in the study area 
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2-2- Data Preparation 

PM2.5 concentrations data is obtained from Thailand’s Pollution Control Department. There are 11 stations 

monitoring concentrations of PM2.5 in the northeastern region, including Buriram, Chaiyaphum, Khon Kaen, Loei, 

Mukdahan, Nakhon Phanom, Nakhon Ratchasima, Nong Khai, Sakon Nakhon, Ubon Ratchathani, and Udon Thani 

provinces. However, due to data collection limitations, only six monitoring stations that have complete data for the years 

2021-2023 will be used, which are those in Khon Kaen, Loei, Nakhon Phanom, Nakhon Ratchasima, Nong Khai, and 

Ubon Ratchathani provinces. Data of daily maximum PM2.5 concentrations are used for analysis. 

3- Research Methodology 

3-1- Extreme Value Theory 

Let 𝑋1, 𝑋2, … , 𝑋𝑛 be a sequence of continuous random variables, which are independent and common distribution 

function of 𝐹(𝑥) = 𝑃𝑟(𝑋𝑖 ≤ 𝑥) and define 𝑀𝑛 as the maximum values for the random variables size 𝑛, i.e., 𝑀𝑛 =
max{𝑋1, 𝑋2, … , 𝑋𝑛}. According to the distribution function of 𝑀𝑛, the formula of distribution for the maximum value is 

as follows [39]. 

𝑃𝑟{𝑀𝑛 ≤ 𝑧} = 𝑃𝑟{𝑋1 ≤ 𝑧, 𝑋2 ≤ 𝑧, … , 𝑋𝑛 ≤ 𝑧} 

                     = 𝑃𝑟(𝑋1 ≤ 𝑧)𝑃𝑟(𝑋2 ≤ 𝑧) … 𝑃𝑟(𝑋𝑛 ≤ 𝑧) 

                     = [𝐹(𝑧)]𝑛     

(1) 

where, 𝑧 is a constant. Since the distribution function (𝐹) of the random variables is unknown, therefore, the statistical 

theory is used to estimate the random variables. Although the error of estimation for 𝐹 is minimized, it could lead to an 

error for 𝐹𝑛 with increasing values. If we are interested in 𝐹𝑛 behaviour, when 𝑛 → ∞,  therefore the random variable of 

𝑀𝑛 is transformed to pattern of linear renormalization form, i.e., 𝑀𝑛
∗ =

𝑀𝑛−𝑏𝑛

𝑎𝑛
, for sequence of constants {𝑎𝑛 > 0} and 

{𝑏𝑛}, the {𝑎𝑛} and {𝑏𝑛} stabilized the location and scale of 𝑀𝑛
∗  as 𝑛 is increasing. Therefore, we seek to limit the 

distribution of 𝑀𝑛
∗ , with appropriate values for {𝑎𝑛} and {𝑏𝑛}, more than 𝑀𝑛. 

There are two methods for considering the 𝐹𝑛 behaviour, when 𝑛 → ∞, i.e., the block maxima method and the Peak 

over Threshold method. The process of the block maxima method represented by 𝑀𝑛 were the maximum values for the 

studied variables in each time block of the process and using the Generalized extreme value distribution (GEV). Whereas 

the process of the Peak over Threshold method represented by 𝑀𝑛. All values for the studied variables that are greater 

than or equal to the threshold and the Generalized Pareto distribution (GPD) is applied for analyzing. 

3-2- The Block Maxima Method 

Theorem 1: Extremal Types Theorem [39]: 

If the constant sequence values are {𝑎𝑛} and {𝑏𝑛}, when 𝑎𝑛 > 0 as 𝑛 → ∞, it would be as follows 

𝑃𝑟 {
𝑀𝑛−𝑏𝑛

𝑎𝑛
≤ 𝑧} → 𝐺(𝑧)  (2) 

In the case of non-degenerate distribution, 𝐺(𝑧), the distribution is one of the following distributions 

(I) 𝐺(𝑧) = 𝑒𝑥𝑝 {−𝑒𝑥𝑝 (− (
𝑧−𝑏

𝑎
))} ;   −∞ < 𝑧 < ∞, 

(3) 
(II) 𝐺(𝑧) = {

0                                       ;   𝑧 ≤ 𝑏,

𝑒𝑥𝑝 {− (− (
𝑧−𝑏

𝑎
)

−𝛼

)} ;   𝑧 > 𝑏,
 

(III) 𝐺(𝑧) = {
𝑒𝑥𝑝 {− (− (

𝑧−𝑏

𝑎
)

−𝛼

)} ;   𝑧 < 𝑏,

1                                      ;  𝑧 ≥ 𝑏,
 

for parameters 𝑎 > 0, 𝑏 and, in the case of families II and III, 𝛼 > 0. 

These three distribution types of the extreme value theorem are known as Gumbel, Fréchet, and Weibull, respectively. 

3-3- The Peak over Threshold Method 

The random variables 𝑋1, 𝑋2, … , 𝑋𝑛 were independently and identically distributed. The distribution function peaked 

over the threshold when 𝑋 was greater than the threshold 𝑢 i.e., 𝐻𝑢(𝑦) = 𝑃𝑟(𝑋 − 𝑢|𝑋 > 𝑢) where 𝑌 = 𝑋 − 𝑢 and 𝑢 

was set at a fairly high value. The conditional distribution 𝐻𝑢(𝑦) was estimated by GPD. GPD is the one of suitable 
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distribution when using the Peak over Threshold method to analyze extreme event data. The concepts of selected data 

of the Peak over Threshold method were as follows.  

Let 𝑌 be a random variable of GPD, 𝑌~GPD(𝜎, ), where 𝜎 is the scale parameter and  is the shape parameter. The 

cumulative distribution function (CDF) of 𝑥 − 𝑢 is conditional, i.e. 𝑥 > 𝑢, where 𝑢 is a threshold, as in the following 

Equation 4.  

𝐻(𝑦) = {
1 − (1 +

𝑦

 𝜎
)

−
1


;   𝑦 > 0, 1 +

𝑦

 𝜎
> 0  and  ≠ 0 

 1 − 𝑒𝑥𝑝 (−
𝑦

 𝜎
) ;    𝑦 > 0, 𝜎 > 0       and  = 0

  (4) 

There are three special cases of GPD which depend on the shape parameter (), the first,  < 0 is called gamma 

distribution, the second,  → 0 is called exponential distribution, and the third,  > 0 is called Pareto distribution. 

The return level of GPD formulas were as in the following Equation 5.  

𝑧 = {
𝑢 +

𝜎


[(

1

𝑇


𝑦
𝑢) − 1] ;   𝜎 > 0 and  ≠ 0 

𝑢 + 𝜎𝑙𝑜𝑔 (
1

𝑇


𝑦
𝑢)    ;   𝜎 > 0 and  = 0

  (5) 

where 𝑧 refers to the return level, 𝑇 refers to the return period, 
𝑦

 refers to the average number of days per year, 𝑢 refers 

to the probability of the peak over threshold. 

3-4- Kolmogorov-Smirnov Statistics Test  

The Kolmogorov-Smirnov Statistics Test (KS Test) is a nonparametric goodness-of-fit test for distribution. Let 

𝑋1, 𝑋2, … , 𝑋𝑛 be a sample from a population with continuous and order statistics 𝑋(1), 𝑋(2), … , 𝑋(𝑛), but the cumulative 

distribution function (CDF) is unknown. Let 𝐹𝑛(𝑥) be the empirical CDF based on the sample. 

To test the hypothesis 𝐻0: 𝐹(𝑥) = 𝐹0(𝑥), for all 𝑥 versus the alternative 𝐻1: 𝐹(𝑥) ≠ 𝐹0(𝑥). The Kolmogorov-

Smirnov Statistics Test formula is 

𝐾𝑆 = { |𝐹𝑛(𝑡) − 𝐹0(𝑡)|
𝑡∈(−∞,∞)

𝑠𝑢𝑝
}

2
= ( [𝑚𝑎𝑥 {

𝑖

𝑛
− 𝐹0(𝑋(𝑖)), 𝐹0(𝑋(𝑖)) −

𝑖−1

𝑛
}]

1≤𝑖≤𝑛

𝑚𝑎𝑥

)
2

  (6) 

where KS is the Kolmogorov-Smirnov Statistics, the well-known statistics for goodness-of-fit-tests [40]. 

The procedures for the research methodology are shown in Figure 2. 

 

Figure 2. Procedures for the research methodology 
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4- Results and Discussion 

The data used in this research was daily maximum PM2.5 concentrations at six stations during the years 2021–2023. 

The daily maximum PM2.5 concentrations at each station are shown in Table 1. 

According to Table 1, the highest of daily maximum PM2.5 concentrations was found in Nakhon Phanom with 430 

micrograms per cubic meter, which occurred in late March 2023. This was followed by Nong Khai with daily 

maximum PM2.5 concentrations of 343 micrograms per cubic meter, which occurred in late March 2023, and then 

Loei with the daily maximum PM2.5 concentrations of 308 micrograms per cubic meter, which occurred in early April 

2023. The mean of daily maximum PM2.5 concentrations for all stations is approximately between 34 and 47 

micrograms per cubic meter, which is above Thailand’s standard criteria of 37.5 micrograms per cubic meter for all 

stations except Loei station.  

Table 1. Daily maximum PM2.5 concentrations at the six stations (Unit: micrograms per cubic meter) 

Stations Median Mean Min Max 1st Quartile 3rd Quartile 

Khon Kaen 31.00 38.96 0.00 154.00 21.00 57.50 

Nakhon Ratchasima 32.00 38.71 12.00 114.00 24.00 50.00 

Loei 23.00 34.82 0.00 308.00 11.90 50.00 

Nong Khai 28.00 45.99 5.00 343.00 13.00 64.00 

Ubon Ratchathani 26.00 39.22 0.00 226.00 16.00 52.00 

Nakhon Phanom 33.00 46.33 0.00 430.00 19.00 57.00 

In data analysis using the extreme value theory, finding a proper model was done by using the GPD to analyze extreme 

values and return levels. The daily maximum concentrations of PM2.5 results are presented in Table 2. 

Table 2. Threshold values of PM2.5 and a proper distribution of PM2.5 concentrations at each station                            

(Unit: micrograms per cubic meter) 

Stations Threshold Distribution KS test 
Return levels 

2 years 5 years 10 years 25 years 50 years 100 years 

Khon Kaen 69 Gamma 0.4669 137.379 145.727 151.261 157.678 161.932 165.730 

Nakhon Ratchasima 60 Gamma 0.6979 110.203 112.641 113.928 115.120 115.749 116.211 

Loei 63 Exponential 0.9037 264.079 322.596 372.467 446.788 510.127 580.336 

Nong Khai 88 Exponential 0.4914 282.637 315.549 339.456 369.803 391.846 413.133 

Ubon Ratchathani 72 Exponential 0.2994 219.232 241.590 257.355 276.787 290.489 303.388 

Nakhon Phanom 77.7 Exponential 0.9056 343.838 410.327 464.436 541.405 604.042 670.755 

Table 2 shows the gamma distribution of PM2.5 concentrations in Khon Kaen and Nakhon Ratchasima and the 

exponential distribution of PM2.5 concentrations in the four other provinces (Loei, Nakhon Phanom, Nong Khai, and 

Ubon Ratchathani). The 2 years estimated values of the return levels for daily maximum PM2.5 concentrations are 

between 110 and 344 micrograms per cubic meter. The 5 years estimated values of the return levels for daily maximum 

PM2.5 concentrations are between 112 and 411 micrograms per cubic meter. Meanwhile, the 100 years estimated values 

of the return levels for daily maximum PM2.5 concentrations are between 116 and 671 micrograms per cubic meter. 

Additionally, the outcomes of using the estimated values for the return levels in 2, 5, 10, 25, 50 and 100 years to create 

a contour graph using GIS Kreiging interpolation are shown in Figures 3 to 8. 

Figures 3 to 8 show that as the return periods increase, the return levels will also increase. The provinces bordering 

Laos in the northern area of the northeastern region have higher daily PM2.5 concentrations than other areas. 

Additionally, there is a potential that daily maximum PM2.5 concentrations will exceed 400 micrograms per cubic meter 

within the next 50-100 years. 
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Figure 3. Forecasted daily maximum PM2.5 concentrations for 2 years 

 

Figure 4. Forecasted daily maximum PM2.5 concentrations for 5 years 

 

Figure 5. Forecasted daily maximum PM2.5 concentrations for 10 years 
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Figure 6. Forecasted daily maximum PM2.5 concentrations for 25 years 

 

Figure 7. Forecasted daily maximum PM2.5 concentrations for 50 years 

 

Figure 8. Forecasted daily maximum PM2.5 concentrations for 100 years 
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5- Conclusion 

The concentrations of PM2.5 are usually high as winter gives way to summer. The factors contributing to high 

concentrations of PM2.5 are temperature and pressure. The temperature is hot throughout the day and cool during the 

evening. The weather is one factor contributing to particulate matter that fails to disperse, causing the phenomenon of 

temperature inversion. When air pressure is high during cold weather, the ground quickly releases heat, which cools the 

air above it. This causes heated air to rise and become trapped in between cool air layers, inhibiting vertical ascent of air 

and resulting in the accumulation of particulate matter in the atmosphere. In the northeastern region of Thailand, the 

period from January to February marks the change of seasons from winter to summer. However, over the last 3–4 years, 

the El Niño phenomenon has occurred, causing the seasonal transition period between winter and summer to extend to 

March, resulting in higher PM2.5 concentrations. Currently, climate change is becoming increasingly severe every year. 

Long-term climate forecasts are therefore important and interesting. In this research, the methods for long-term PM2.5 

forecasting are studied in order to plan and deal with long-term PM2.5 changes and human lifestyle behavior 

modification. This differs from existing studies that seek to make short-term PM2.5 predictions [7-18]. 

The results of the analysis were attained by using the Peak over Threshold approach with the GPD of daily maximum 

PM2.5 concentrations at six stations in the northeastern region of Thailand. The goodness of fit test using Kolmogorov-

Smirnov Statistics (KS Test) was then conducted to examine the appropriateness of the distribution that was obtained 

from the analysis. The analysis revealed that Khon Kaen and Nakhon Ratchasima provinces show the daily maximum 

PM2.5 concentration in a gamma distribution, while Loei, Nong Khai, Ubon Ratchathani, and Nakhon Phanom provinces 

display the daily maximum PM2.5 concentration in an exponential distribution. When considering estimates of the return 

levels of maximum PM2.5 concentrations, it is found that the northern part of the region has higher daily maximum 

PM2.5 concentrations than other areas. This is because it is a border area adjacent to Laos, which is affected by 

transboundary haze. Additionally, it is predicted that in the next 50-100 years, provinces in the upper northeastern region, 

especially Loei and Nakhon Phanom provinces, will have daily maximum PM2.5 concentrations above 500 micrograms 

per cubic meter based on the prediction of the return levels of the daily maximum PM2.5 concentrations found. 
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