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Abstract 

Breast cancer is currently the most prevalent type of cancer in women, with a growing number of 
fatalities worldwide. Different imaging methods like mammography, computed tomography, 

Magnetic Resonance Imaging, ultrasound, and biopsies assist in detecting breast cancer. Recent 

developments in deep learning have revolutionized breast cancer pathology by facilitating accurate 
image categorization. This study introduces a novel approach to enhance detection and classification 

using the Convolutional Neural Network Deep Learning method and Transfer Learning to create a 

high-speed, accurate image classification model. The model is trained on pre-processed data 
subjected to thorough analysis and augmentation to ensure the quality of inputs. The experimental 

results from the Breast Ultrasound Image dataset indicate that our model, with a 0.1 test size ratio, 

outperforms its counterparts. It achieved an accuracy of 90.12%, with a loss of 0.2641, validation 
accuracy of 90.15%, and validation loss of 0.31, evidencing its superior classification capability. 

This research introduces an innovative approach to the automated diagnosis of breast cancer. By 

combining CNN, Transfer Learning, and data augmentation, we have developed a desktop 

application that expedites the classification process and significantly improves accuracy. This 

advancement represents a key development in machine learning applications for breast cancer 

prognostics and diagnostics. 
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1- Introduction 

Breast cancer is a complicated condition identified by the uncontrollable multiplication of cells in the breast tissue 

and has become widespread among women. According to a 2023 report from the World Health Organization [1], about 

2.3 million women were diagnosed with breast cancer, and this number is rising annually. It is projected that the 

incidence of breast cancer will escalate to approximately 3 million cases per year by 2040, leading to an estimated one 

million deaths annually. The prevalence and death rates related to breast cancer highlight the critical requirement for 

greater awareness, early identification, and enhanced treatment choices. Breast cancer remains a significant global health 

challenge, affecting millions of women and causing substantial mortality rates. Both men and women can develop breast 
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cancer, but females are at a higher risk due to various factors such as hormonal differences and genetic susceptibility. 

Only 0.5-1% of cases are concerned with men, which makes at least 99% of the cases accountable for women. Numerous 

factors increase the likelihood of breast cancer among women, including age, family history, and having dense breasts. 

In Mauritius, as of 2022, 617 out of the 1814 diagnosed cancer cases were associated with breast cancer. Additionally, 

among the 827 recorded cancer-related deaths, 219 were attributed to this specific type of cancer [2]. 

The timely and accurate identification of breast cancer through routine screening and diagnostic examinations 

significantly improves the chances of survival for individuals with the disease. Detecting the condition before symptoms 

appear, particularly in its early stages when treatment is most effective, significantly increases the likelihood of 

successful therapy [3]. Various imaging techniques, such as mammography, computed tomography, magnetic resonance 

imaging, ultrasound, and biopsies, are essential diagnostic modalities that can detect breast cancer in its early stages [4]. 

Histopathological examination, involving the examination of a biopsy or the microscopic analysis of tissue samples, is 

widely considered the primary standard for diagnosing breast cancer. However, its precision may be affected by 

subjective analyses from pathologists and the quality of the images depicting tissue samples. Variations in human 

decision-making and differences in image analysis and texture can result in inconsistencies in diagnosing medical 

conditions. This highlights the importance of standardized image quality and the possible incorporation of objective, 

computer-assisted diagnostic systems to aid pathologists in reducing bias and enhancing uniformity in diagnosing breast 

cancer [3]. 

Applying advanced machine learning methods in analyzing diagnostic images has enhanced breast cancer detection 

and classification precision, ultimately improving patient outcomes. Machine learning (ML) and deep learning (DL) 

models have shown promise in achieving high levels of accuracy, often surpassing manual detection in specific tasks. 

However, their effectiveness can depend on factors including the quality and diversity of the data they've been trained 

on and the algorithms utilized [5]. Machine learning algorithms have demonstrated the potential to attain high levels of 

precision, sometimes exceeding manual detection in specific duties. Nonetheless, their effectiveness may differ 

depending on factors such as the quality and diversity of the training data and the particular methods used. It should be 

emphasized that aspects like dataset size and quality, extracted features, and selected classifiers also influence the 

performance of machine learning models. Incorporating machine learning into diagnostic procedures can enhance breast 

cancer identification's effectiveness, precision, and impartiality. Instead of entirely supplanting manual detection, it 

functions most effectively as a supplementary tool that enhances healthcare practitioners' knowledge. ML is vital in 

aiding medical professionals in detecting crucial details that might not be apparent to the human eye, assisting with early 

diagnosis and predicting breast cancer prognosis [4]. Deep learning techniques such as convolutional neural networks 

(CNNs) have demonstrated considerable promise in the analysis of medical images in recent years. These techniques are 

mainly applied to recognizing intricate patterns in visual data that may be difficult for the human eye to perceive. CNNs 

can be trained using extensive datasets of mammographic or ultrasound images to accurately differentiate between 

benign and malignant lesions in breast cancer detection [6]. Transfer Learning, where a model developed for one task is 

repurposed on a second related task, has allowed for the efficient application of deep learning in medical contexts. This 

implies that a previously trained CNN can be adjusted with a smaller collection of specialized medical images, resulting 

in faster deployment and reduced computational resources [7]. By employing these advanced techniques, researchers 

and clinicians can significantly improve the speed and reliability of breast cancer diagnosis. Consequently, this can lead 

to earlier detection and treatment, which is crucial in improving survival rates for breast cancer patients. Integrating deep 

learning into diagnostic workflows holds promise for enhancing the capabilities of medical imaging technologies and 

supporting healthcare professionals in their decision-making processes [6, 7]. 

By utilizing deep learning techniques and analyzing breast cancer images, this study aims to improve the accuracy 

and efficiency of a breast cancer diagnosis. This study seeks to create a deep-learning framework that effectively 

classifies breast cancer into benign, malignant, or normal categories using distinct criteria and characteristics. CNN and 

Transfer Learning will be applied to the BUSI dataset, and different test size ratios will be used for assessment. 

Ultrasound imaging will be utilized in developing the model, as ultrasonography is becoming increasingly crucial in 

lessening the worldwide impact of breast cancer due to its wide availability, cost-efficiency, and safety [8]. With 

resources in high demand and mammography impractical and inaccessible in low- and middle-income nations, this 

innovative method can serve as a valuable diagnostic tool for identifying conditions early [9]. 

The rest of this document is organized as follows: Section 2 includes an extensive literature review summarizing the 

studies on related works in classifying breast cancer images. Section 3 outlines the research methods employed in this 

study, detailing the approach and techniques used. The study results and conclusion will be presented in sections 4 and 

5. 

2- Literature Review 

A multitude of research studies have been conducted in the field of breast cancer diagnosis, including various methods 

for prediction and early detection. These studies have contributed to advancements in understanding the disease and 

improving patient outcomes. With advancements in medical research, numerous works have emerged to improve the 

detection and classification of breast cancer. Pavithra et al. [10] developed a Computer-Aided Diagnosis (CAD) system 
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to enhance breast cancer detection accuracy using methods such as noise removal, segmentation (active contour-based 

segmentation), feature extraction, and classification on the BUSI dataset. The extracted features were utilized with 

classifiers, including the K-Nearest Neighbours (KNN) algorithm, Decision tree algorithm, and Random Forest 

classifier. It was found that Random Forest outperformed other classifiers with an 88% accuracy rate. Similarly, Hijab 

et al. [11] employed ultrasound images but used different training strategies for their CNN model: baseline training from 

scratch, Transfer Learning using a pre-trained VGG-16 CNN, and fine-tuned learning to address overfitting resulted in 

a fine-tuned model achieving superior performance with 97% accuracy and an AUC value of 0.98. These research studies 

demonstrate the effectiveness of Computer-Aided Diagnosis systems in improving the accuracy of breast cancer 

detection. 

Uysal et al. [12] investigated utilizing three distinct CNN structures—ResNet50, ResNeXt50, and VGG16—to 

categorize benign, malignant, and normal cases. The BUSI dataset underwent pre-processing to enhance the quality of 

data input for accurate analysis. Augmentation techniques were also applied to expand the dataset while maintaining its 

integrity. The augmented dataset was then divided into a 70:30 ratio for training and validation purposes to ensure robust 

model performance across different subsets of data. Findings revealed that while ResNeXt50 achieved the highest 

accuracy rate, ResNet50 exhibited enhanced stability and more reliable outcomes due to its unique architecture suited 

for medical imaging analysis. In another research work led by Arooj et al. [13], a customized CNN Alex Net model with 

Transfer Learning on ultrasound and histopathology images was built to automate the detection process. The datasets 

(A, B, C, and A2) consisted of ultrasound images in A, histopathology images in B and C, and a subset of A with two 

classes in A2. After the pre-processing and the data-splitting (80-20 split for training and testing) phase, the model 

attained an accuracy of 99.4% on A, 99.66% on B, 99.11% on C, and 100% on A2. They deduced that their proposed 

system outperformed the existing A, B, C, and A2 models. 

Noel et al. [14] stated that ultrasound breast cancer datasets have limited availability, leading to challenges in efficient 

detection due to blurry and indistinct regions of interest in the images. They thoroughly researched various image 

decomposition methods to enhance the information inputted into a pre-trained model, explicitly addressing this issue. 

The model's performance metrics are accuracy 93%, sensitivity 95%, specificity 88%, F1-Score 93%, and AUC 97%. 

Another recent study that specifically examined ultrasound breast images was conducted by Zeimarani et al. [15]. They 

developed a customized CNN with regularization techniques and employed Transfer Learning using a dataset comprising 

641 cases. The model assessment was carried out using a 5-fold cross-validation approach. Before augmentation and 

regularization, the accuracy and AUC were reported at 85.98% and 0.94, respectively; post-augmentation and 

regularization improved significantly to 92.05% for accuracy and 0.97 for AUC. Lastly, the pre-trained model achieved 

an accuracy of 87.07% and an Area Under the Curve of 96%. 

Bahmani et al. [16] proposed another innovative and effective way to construct a reliable machine-learning model, 

enhancing its capabilities and robustness for real-world applications. After pre-processing the image using Contourlet 

Transformation, the feature extraction method, namely the dependent model, was applied. Before classification with 

Machine Learning, feature reduction using PCA was employed. According to the performance analysis, it was deduced 

that the Decision Tree Classifier showed the best performance. Raza et al. [17] introduced a novel deep-learning model, 

DeepBreastCancerNet, to detect, classify, and predict outcomes for breast cancer patients with high accuracy using 

advanced machine-learning techniques. The BUSI dataset was pre-processed and augmented before being fed to the 

model, comprising 24 layers with specialized activation functions and normalization operations. With a classification 

accuracy of 99.35%, the model was superior during the comparative analysis. Another publicly available dataset was 

used to validate the model, and an accuracy of 99.63% was attained. 

Dan et al. [18] developed a novel framework to improve breast cancer detection. The study presented a deep learning 

model for classifying breast masses in ultrasound images, which included integrating a unique data augmentation 

approach using Generative Adversarial Networks (GAN) and Transfer Learning (TL) for feature extraction. Their 

research utilized the BUSI dataset for training and testing after pre-processing, specifically histogram equalization. The 

proposed framework achieved an accuracy of 99.6%, outperforming existing methods and demonstrating the efficacy of 

GAN and TL in enhancing classification accuracy. 

Ashurov et al. [19] introduced a novel breast cancer histopathological image classification approach. It leverages 

modified pre-trained CNN models and attention mechanisms to enhance model interpretability and robustness, 

emphasizing localized features and enabling accurate discrimination of complex cases. Their research involved Transfer 

Learning with deep CNN models—Xception, VGG16, ResNet50, MobileNet, and DenseNet121—augmented with the 

convolutional block attention module (CBAM). The pre-trained models are fine-tuned, and the two CBAM models are 

incorporated at the end of the pre-trained models. The test accuracy rates for the attention mechanism (AM) using the 

Xception model on the “BreakHis” breast cancer dataset are encouraging at 99.2% and 99.5%. The test accuracy for 

DenseNet121 with AMs is 99.6%. 

Reshan et al. [5] implemented an automated system for predicting breast cancer using various features and ensemble 

machine-learning methods to improve the accuracy of clinical detection. The study aimed to identify and classify two 

types of breast cancer by utilizing the Wisconsin Diagnostic Breast Cancer benchmark feature set, focusing on 

minimizing the number of features required to attain optimal diagnostic accuracy. The approach employs sophisticated 
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ensemble machine learning methods for identifying and categorizing breast cancer. EML methods comprise voting, 

bagging, stacking, boosting, and recursive feature elimination. The suggested approach resulted in the stacking model 

achieving an exceptional average accuracy of 99.89%. Additionally, their model achieved high scores for sensitivity, 

specificity, F1-score, precision, and area under the curve (AUC/ROC), all at 1.00% or 99.9%. 

Huang et al. [6] introduced a novel deep learning model, BM-Net, that integrates MobileNet-V3 with a bilinear 

structure to improve the analysis of Whole Slide Images (WSI) for breast cancer. The WSIs are divided into segments, 

and a streamlined BM-Net is employed to capture characteristics of breast cancer from these segments, ensuring a 

balance between precision and computational speed. Data augmentation methods such as random flipping, random 

rotation, random translation, random center-cropping, and color variation enhance dataset variability and size. This 

improves the accuracy and specificity of the network. The focal loss approach aims to tackle the imbalance between 

classes in the training data, primarily due to the more significant number of invasive carcinoma patches. The BM-Net 

model showed excellent efficacy in identifying breast cancer within whole slide images. The model attained an accuracy 

of 0.88 in classifying patches to distinguish normal, benign, in situ carcinoma, and invasive carcinoma tissue within 

WSIs. 

Machine learning and deep learning methods have displayed significant promise in detecting breast cancer, especially 

in analyzing and categorizing ultrasound images. Numerous scientific research studies have been conducted on the 

classification and recognition of cancer tumors utilizing different models, although they have certain constraints. There 

is a scarcity of publicly accessible benchmark datasets for breast cancer, leading to limited studies in this area. Moreover, 

current literature exhibits several discernible gaps in breast cancer detection and classification using Transfer Learning. 

AI and machine learning models must be more effectively incorporated into clinical processes, with inadequate 

documentation of healthcare professionals' real-world applicability and adoption of such models. Advancing AI in 

medicine is crucial, and addressing these gaps can significantly enhance the efficiency and effectiveness of patient care. 

3- Research Methodology 

This section will explore the methodology for integrating Machine Learning using the Convolutional Neural Network 

model into early breast cancer diagnosis. Figure 1 presents a visual representation of the research, illustrating the 

sequential stages of the study in detail. Subsequent subsections will elaborate on each process step, providing a 

comprehensive understanding. 

 

Figure 1. Image-based Classification Workflow 

3-1- Dataset Description 

The research used the publicly available Breast Ultrasound Image (BUSI) dataset [20], comprising a set of breast 

ultrasound images. The dataset contains ultrasound images taken from female individuals around the age range of 35 to 

75 years. Ultrasound images of different types are typically utilized in medical imaging to evaluate breast tissue. The 

collection comprises 780 images in PNG format, with an average dimension of 500x500 pixels, offering a substantial 

dataset for analysis and training models. The dataset classifies images into three primary groups: normal, non-cancerous, 

and cancerous, which is essential for creating accurate classification models to identify healthy breast tissue or detect 

benign or malignant tumors. The dataset contains unprocessed ultrasound images as well as accompanying ground truth 

images. These supplementary images are annotated to indicate the existence and positioning of abnormalities or other 

characteristics pertinent to diagnosing breast cancer. The BUSI dataset frequently requires pre-processing procedures 

before utilization in training deep learning models. These procedures encompass resizing, normalization, and 

augmentation to ready the data for improved model performance. 
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3-2- Dataset Analysis and Augmentation 

The analysis and enhancement of the BUSI dataset encompass a series of procedures aimed at readying the data 

for practical application in machine learning algorithms used for classifying breast cancer. The dataset is first filtered 

to include only the essential ultrasound and ground-truth images required for model training and testing. As depicted 

in Figure 2, the dataset analysis indicated an imbalance in classes, with the 'Normal' and 'Malignant' categories being 

less prevalent than the 'Benign' categories. This imbalance can harm the model's performance, leading to potential 

bias towards the more commonly occurring class. Data augmentation techniques were applied to address the class 

imbalance issue and enhance the dataset. These techniques artificially expand the dataset by creating modified 

versions of the existing images, including rotation, height shift, width shift, shear range, zoom range, horizontal flip, 

and fill mode [21]. 

 

Figure 2. Class Distribution of Images 

3-3- Data Pre-Processing 

This section comprises image enhancement techniques that manipulate and transform the images before further 

processing and classification. 

3-3-1- Image Resizing  

Resizing pictures is crucial for standardizing their measurements before feeding them into the model. This 

standardization process also helps enhance the model's accuracy and optimize training time. Saponara et al. [22] further 

highlighted that image resizing is necessary due to the fixed-size input requirement of Deep learning models. Bilinear 

interpolation is applied for real-time image resizing and is suitable for both enlarging and reducing the size of an image. 

Bilinear interpolation entails assessing the surrounding 2x2 array of given pixel values near the computed location of 

the unidentified pixel. It then executes a linear estimation initially in one orientation and subsequently in the opposite 

direction to achieve the ultimate pixel value. The resizing process is intended to balance computational efficiency and 

retain sufficient detail for the model to classify information accurately. This is crucial for improving training time and 

boosting the model's effectiveness. 

3-3-2- Image Denoising 

During data preprocessing, denoising is a fundamental step for ensuring that images used for training machine 

learning models are of good quality and free from noise that could affect performance. Denoising eliminates undesired 

noise from images while retaining essential features, such as edges and textures, which are crucial for further analysis. 

The integration of denoising during the initial processing stage is especially critical for medical images, as the distortions 

resulting from noise may result in incorrect diagnoses and subsequent inappropriate interventions. Eventually, the 

Gaussian Filter removed the noise from images while preserving the larger-scale features. 

3-3-3- Image Contrast Enhancement 

Image contrast significantly impacts the quality of medical images, particularly in detecting calcifications in breast 

tissue. Improving the contrast of a breast medical image is crucial for facilitating accurate diagnosis and interpretation. 

Histogram Equalization was employed to enhance the image's contrast by redistributing its predominant intensity values. 

This method entails using the image's histogram, which visually represents the distribution of pixel intensities. 
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3-4- Classification 

After processing the images, they were separated into two parts based on the test-size ratio. Different test size ratios 

(0.1 - 0.5) were used to split the dataset. The CNN model was constructed using the VGG-16 architecture with integrated 

Transfer Learning. After initializing the base model, a customized top layer was added, excluding the original top layer 

responsible for classifying images into ImageNet classes. The new fully connected layer in the model includes a dropout 

layer, a dense layer, and activation functions such as ReLU and softmax. To preserve pre-trained weights in the base 

model, only the weights of this new layer needed to be updated while keeping extraction layers frozen. Callback methods 

such as early stopping and model checkpoint were utilized to prevent overfitting and save the best validation 

performance. Finally, multiple training sessions were conducted with different test-size ratios, and the one that produced 

optimal results was selected. Figure 3 illustrates these steps in implementing the training of our model. 

 

Figure 3. Transfer Learning Implementation Steps 

Transfer Learning is employed to enhance the performance of CNN models in the medical domain [23]. The 

researchers suggested employing Transfer Learning to improve the efficacy of CNN models in the medical field, mainly 

because there is a lack of large datasets for training from the ground up. In the medical domain, acquiring a well-labeled 

dataset poses a considerable challenge for clinicians. Transfer Learning enables CNN models to acquire essential 

foundational features and patterns across various modalities or domains by utilizing pre-trained models on extensive 

datasets like ImageNet. This method allows the models to attain greater precision and generate forecasts based on 

medical data, even when working with constrained or small sets of labeled data. Data augmentation was employed in 

the study to address dataset imbalance and mitigate potential bias. Augmenting medical datasets (small) can present both 

benefits and challenges. Generating diverse variations from the same image through multiple augmentations does not 

necessarily enhance diversity. Consequently, the model might need to generalize novel data more effectively because it 

is being trained using a similar original image with various modifications. However, appropriate data augmentation 

techniques can help fully utilize the potential of CNN models and capture the full scope of image modality features [24]. 

4- Results and Discussion 

The results of this study demonstrate the effectiveness of using Transfer Learning-based classification models for 

breast cancer prediction. The models showed promising results in predicting breast cancer. 

A proprietary CNN was developed without utilizing the VGG-16 architecture and implementing Transfer Learning. 

The outcomes are as follows: loss: 0.0119—Accuracy: 0.9992—Val_Loss: 0.3643—Val_Accuracy: 0.9318. The 

significant difference in precision between the training and validation sets could suggest a potential issue with overfitting. 

Overfitting can be particularly challenging when working with small datasets, as models may quickly memorize the 

limited information instead of capturing broader patterns. Transfer learning is an effective strategy to address this issue. 

The training accuracy gradually improved with each epoch as the model became more familiar with the training data, 

as shown in Figure 4. The validation accuracy initially increased, indicating that the model has good generalization 

ability for the validation set. However, the validation accuracy decreased beyond a certain point, suggesting that the 

model must be more balanced with the training data and adapt more effectively to new information. 
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The test was conducted on the VGG-16 CNN using Transfer Learning to address the abovementioned difficulties. 
Several training sessions of different CNN models with varying test-size ratios were conducted, resulting in various 
outcomes, as detailed in Table 1. The selection of the train-test split ratio proved to be pivotal and had an impact on the 

overall performance of the system. The model's assessment relied on its accuracy and validation accuracy, where high 
values indicated superior quality. Other metrics, such as loss and validation loss, were also evaluated 

.  

Figure 4. CNN Model without Transfer Learning Results 

Table 1. CNN with transfer learning results 

Test-Size Ratio Accuracy Loss Val_Acc Val_Loss 

0.1 0.9012 0.2641 0.9015 0.3115 

0.2 0.8869 0.2876 0.8598 0.3382 

0.3 0.8664 0.3366 0.8203 0.4757 

0.4 0.8885 0.2695 0.9127 0.3133 

0.5 0.9225 0.2216 0.8055 0.4941 

Figure 5 presents a visual illustration to help readers better understand and interpret the findings. The optimal model 
was chosen between Model 1 and Model 5, both of which were trained using varying proportions of the dataset (90% 
and 50%, respectively). 

 

Figure 5. CNN Model with Transfer Learning Results 
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Figure 5 clearly shows that the best model options were narrowed down to either Model 1 with a test-size ratio of 0.1 

or Model 5 with a test-size ratio of 0.5. According to the evaluation metrics, Model 5 attained higher overall accuracy 

than Model 1. However, it is essential to highlight that Model 1 outperformed Model 5 by approximately 10% in terms 

of validation accuracy. Additionally, the results for validation loss also indicate the superior performance of Model 1. 

Considering these factors, model 1 was ultimately selected and acquired because of its superior ability to generalize 

and capture patterns in unfamiliar data. Learning curves were employed to further evaluate the model's performance, as 

depicted in Figure 6. This was done to confirm the convergence and stability of the model during its training process. A 

confusion matrix was generated (refer to Figure 6) to extract True Positive (TP), False Positive (FP), False Negative 

(FN), and True Negative (TN). 

 

Figure 6. Learning Curves for the CNN Model with Transfer Learning 

An increasing and consistently improving pattern in training and validation accuracy indicates that the model 

continuously enhances its ability to make precise forecasts on the data it was trained on and unseen validation data. As 

both training and validation loss continue to decrease, the model becomes more proficient at minimizing prediction 

errors, leading to an overall enhancement in performance. These trends collectively point towards a highly optimized 

and well-generalized machine learning model with robust predictive capabilities. 

 

Figure 7. Confusion Matrix 
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From the confusion matrix in Figure 7, a classification report (Figure 8) can be generated outlining the model's 

precision, recall, and F1 score.  Also, the accuracy for the classes 0 (Benign), 1 (Malignant), and 2 (Normal) is 0.9091, 

0.9318, and 0.9621, respectively. 

 

Figure 8. Classification Report 

After examining the classification report, it can be inferred from the accuracy that a high level of precision in 

categorizing instances into their respective classes has been attained. The consistent precision, recall, and F1 results [25] 

for the ‘Benign’ class demonstrate that the model effectively identifies instances of this class. However, for the 

‘Malignant’ class, although the precision indicates correct identification in a significant proportion of cases, there is 

potential for improvement. Furthermore, the recall and F1 scores imply that there may be difficulty in identifying all 

actual malignant instances. The ‘Normal’ class obtained high scores, signifying the accurate identification of regular 

cases. While achieving good results overall, further enhancements are needed to improve its discriminatory capabilities 

[26]. 

Once the model was deemed appropriate, it was downloaded for local use in the desktop application. When a user 

submits a raw breast ultrasound image for classification, it undergoes similar pre-processing techniques and is input into 

the model. As a result, the image is categorized as ‘Benign’, ‘Normal’, or ‘Malignant’. A simplified representation of 

the process can be seen in Figure 9. 

 

Figure 9. Classification Process 

The desktop application was built using Python, and Figure 10 shows the application's user interface. 

A comprehensive evaluation process was conducted after the model was integrated into the app. Before training, 15 

images (5 from each class) were carefully chosen for assessment. These visual representations were utilized to gauge the 

model's effectiveness in predicting diagnoses. In addition to the model's predictions, expert diagnoses from a radiologist 

with over 25 years of experience were also obtained. The findings presented in Table 2 were compared to evaluate the 

research work's performance. 

Table 2. Accuracy of Model concerning Radiologist 

 
No. of Correct 

Diagnosis 

No. of incorrect 

diagnosis Accuracy 

System 13 2 86.7% 

Radiologist 13 2 86.7% 

From the comparative analysis, it can be deduced that the CNN model with Transfer Learning yielded promising 

results. Its performance highlights the model's potential as a reliable tool for assisting healthcare professionals in 

diagnosing breast cancer. 
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Figure 10. App UI 

An example of the classification process in the desktop application is provided in Figure 11. 

 

Figure 11. Example of image-based classification 

As indicated in Figure 5, the best-performing model was selected after training various image classification models. 

This model achieved an accuracy of 90%. Comparing the results with existing related works, different research works 

obtained a range of accuracies. The lowest accuracy achieved when employing a machine learning algorithm was 62.3%, 

while the highest reached 99.8%. Therefore, it is evident that the obtained result falls within the higher end of the 

accuracy spectrum. 
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5- Conclusion 

Breast Cancer has become a prevalent disease among women, underscoring the significance of early detection and 

classification for disease prevention. Integrating machine learning minimizes the cost and time of disease diagnosis, thus 

facilitating the prediction process. Similarly, in this research work, we aimed to construct a VGG-16 CNN model with 

Transfer Learning using the BUSI dataset from Kaggle. Before training, the dataset underwent essential preprocessing 

stages, including image resizing, denoising, and contrast enhancement. Various test-size ratios were employed during 

training, and the most successful configuration yielded an accuracy, loss, validation accuracy, and validation loss of 

0.9012, 0.2641, 0.9015, and 0.3115, respectively. The trained model was then locally downloaded for integration into 

our desktop app. These results are indeed promising, but our approach has potential for improvement. It is also important 

to note that even the classification process performed by doctors is only sometimes 100% accurate. Combining doctors' 

expertise with the application's automated capabilities can enhance the diagnosis, increasing time efficiency and reducing 

subjectivity during the classification process. In future research, additional data types such as mammography, MRI scans, 

or patient medical history shall be combined with ultrasound images through multi-modal CNN architectures to enhance 

diagnostic accuracy. 
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