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Abstract 

With the rise of artificial intelligence (AI), higher education faces a significant challenge in learning 
assessment. The emergence of tools like ChatGPT raises concerns regarding the potential for 

cheating and the reliability of assessment outcomes. This paper aims to address these concerns by 

proposing a methodology for framing questions that effectively measures learning outcomes while 
reducing the risk of AI-enabled cheating. To achieve this objective, we employ a methodological 

approach that involves getting responses from ChatGPT 3.5 to various question prompts across 

different domains. These responses are then evaluated by faculty members specializing in 
management education. Through this process, we aim to identify question-framing strategies that 

effectively assess learning outcomes while minimizing susceptibility to AI Cheating. Our analysis 

reveals several key findings. Certain question Types (Decision Making, Recent Events, and 
Experiential Learning) demonstrate greater resilience against AI-generated responses, indicating 

their potential effectiveness in assessing student learning. This study offers original insights into the 

challenges and opportunities associated with learning assessment in the context of AI integration. 
The paper tries to provide valuable guidance for Policymakers, educators & students seeking to 

enhance the integrity and reliability of their assessment practices. 
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1- Introduction 

ChatGPT has received a lot of press coverage recently for its capacity to answer questions [1], offer advice on 

practically any issue in fluent, well-written English, create computer code, perform mathematical calculations, and do a 

variety of other things. ChatGPT is formulated using the OpenAI language model and undergoes training with an 

extensive collection of human conversations. This equips it to execute intricate tasks and generate responses that closely 

resemble human interaction [2]. The chatbot, which was introduced in November 2022 [3], has already been tested using 

several questions from tests, including those from law, medical, and business schools [4]. Some of these tests were 

passed comfortably by ChatGPT [5].  

The implementation of ChatGPT in education has raised discussions regarding its possible educational impacts. While 

promoters of ChatGPT applaud its capacity to support education, such as by providing flexible and customized 

environments [6], many research scholars have concerns about ChatGPT's ethical concerns [7] and its possible adverse 

impact on assessment practices [8]. Universities' reactions to ChatGPT and other comparable AI technologies have been 

diverse [9], falling into three categories: preventive, prohibiting, and welcoming [10]. To avoid the use of AI 
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technologies, several colleges and universities may revert to traditional in-person exams using pen and paper. However, 

examinations and tests have never been the perfect means of assessment. They do not show an individual's capacity to 

work well in groups or to communicate and express material verbally, and they disfavor people who suffer from crippling 

test anxiety. Furthermore, prohibiting the use of ChatGPT could only be effective if all of the course assessments were 

for in-person work. To ensure that no learners could utilize ChatGPT, the proportion of marks for old-school tests and 

examinations would have to be increased, which would be a step backward. There are many AI tools available on the 

market for detecting ChatGPT-written text [11]. These AI detection technologies are not perfect, and they can be 

circumvented [12]. 

The problem with this approach is that students will spend more time trying to fool the system rather than 

understanding and learning the material. All these problems are even troublesome for universities offering pure online 

programs where in-person examinations are not possible. Cheating in online tests is more widespread than in traditional 

face-to-face exams [13]. According to Arnold [14], educators believe that academic dishonesty is on the rise and that 

online evaluation is especially favorable to cheating. Assessment methodologies and institutional regulations in schools 

and universities should be updated immediately [3]. Framing questions for the assessment of learning in the times of 

ChatGPT is really challenging for teachers [15]. The study aims to fill the research gap in creating assessment 

methodologies as identified by the following studies (Table 1): 

Table 1. Research Gap in Assessment Methodologies 

Research Gap 

Moqbel et al. (2023) [16] 
Alternative assessments are crucial in the AI age for foreign language learning, as traditional 

methods may not capture learners' true abilities influenced by AI chatbots like ChatGPT. 

Ifelebuegu (2023) [17] 
Assessments need to focus on higher-order cognitive skills to maintain authenticity and prepare 

students for the evolving challenges of the 21st century. 

Izzo et al. (2023) [18] 
Assessments in the age of AI face challenges like design complexity, limited insights, lack of 

adaptability, and focus on outdated skills. 

Goralski & Tan (2023) [19] 
Assessments in the age of AI should focus on human capabilities like personal epistemology and 

evaluative judgment, enhancing graduates' skills to navigate an AI-enabled world effectively. 

It is clear from various studies identified in the research gap that assessment in the age of AI is a significant challenge; 

therefore, this paper will try to understand different types of questions with evidence from ChatGPT 3.5 that has the least 

chance of cheating. These responses will be evaluated by faculty members in the management domain, and then key 

findings and implications will be drawn. 

2- Objectives & Methodology 

The study aims to understand which types of questions can be framed that can't be answered by ChatGPT 3.5 in order 

to reduce the chances of cheating among students and whether there is a difference in the ability of ChatGPT 3.5 to 

answer the questions if the prompts are different. The study uses ChatGPT 3.5, as it is free and popular among students. 

Due to the exploratory nature of the study, a systematic flow chart has been drawn in order to achieve the objectives of 

the paper (see Figure 1). 

 

Figure 1. Flowchart of the Methodology 
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In order to frame assessment questions, the first prompt was run on ChatGPT and focused on what types of questions 

could not be answered by ChatGPT. 

Prompt: Which type of question can't be answered? 

Answer by ChatGPT*: 

• As an AI language model, there are some types of questions that I may not be able to answer or may provide 

inaccurate answers for. These include: 

• Questions that require subjective opinions or personal experiences that I don't have as I am not a sentient being. 

• Questions that involve information that is not available in my training data or knowledge cutoff. 

• Questions that require physical perception or sensory input, as I do not have access to the physical world. 

• Questions that are ambiguous, incomplete, or poorly formed. 

On the basis of the above information, different sets with different levels of prompts (Table 1) were designed from 

the perspective of the core areas of management:  

Set 1 Questions were formed to check the ability of ChatGPT 3.5 to answer questions based on Subjective opinions 

or personal experiences (Table 2). 

Set 2 Questions were formed to check the ability of ChatGPT 3.5 to answer questions based on the Latest Information 

(Table 2). 

Set 3 Questions were formed to check the ability of ChatGPT 3.5 to answer questions based on Physical Perception 

or sensory input (Table 2). 

Table 2. ChatGPT 3.5 Evaluation Questions 

Table 1 

Subjects Set Factors Questions 

Marketing 

Set 1 
Subjective opinions or 
personal experiences 

Explain the Marketing perspectives from the Following article* in 100 words with Bullet points. 
(*Article Taken from Websites) 

Set 2 Latest Information 
Share the latest Advertisement spending of the Top 3 Indian companies (According to Market 

Cap) in 150 words with Bullet points. 

Set 3 Physical Perception 
Visit your nearby market and social media page and observe marketing campaigns (Reliance 

trends) in 200 words with Bullet points. 

Human 

Resource 

Set 1 
Subjective opinions or 
personal experiences 

Explain the HR perspectives from the Following article* in 100 words with Bullet points. 
(*Article Taken from Websites) 

Set 2 Latest Information 
Share the latest Retrenchment practices of the Top 3 Indian companies (According to Market 

Cap) in 150 words with Bullet points. 

Set 3 Physical Perception 
Visit the Ambition box and review the employee reviews of the Top 3 Indian companies 

(According to Market Cap) in 200 words with Bullet points. 

Finance 

Set 1 
Subjective opinions or 
personal experiences 

Explain the Financial perspectives from the Following article* in 100 words with Bullet points. 
(*Article Taken from Websites) 

Set 2 Latest Information 
Share the latest Financial Ratios of the Top 3 Indian companies (According to Market Cap) in 

150 words with Bullet points. 

Set 3 Physical Perception 
Visit Moneycontrol.com and take a call (Buy/sell) of the Top 3 Indian companies (According to 

Market Cap) with technical analysis in 200 words with Bullet points. 

Operations 

Set 1 
Subjective opinions or 
personal experiences 

Explain the Operational perspectives from the Following article* in 100 words with Bullet points. 
(*Article Taken from Websites) 

Set 2 Latest Information 
Share the latest Delivery practices of the top 3 Indian e-commerce companies (According to 

Market Share) in 150 words with Bullet points. 

Set 3 Physical Perception 
Visit the Amazon warehouse and suggest Empirical solutions Based on PERT & CPM in 200 

words with Bullet points. 

To evaluate questions, we asked 13 faculty members teaching in MBA colleges that are AICTE/UGC affiliated. We 

asked them to evaluate responses on four criteria, i.e., content coverage [20], cognitive complexity [21], meaningfulness 

[22], and representativeness [23], to evaluate the authenticity of the answers (Baartman et al., 2007) [24]. 

 
* https://chat.openai.com/ 
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3- Findings 

3-1- Qualifying Score 

The assessment of ChatGPT's performance across different question sets offers a clear explanation of how AI can 

support learning, but also where it struggles to answer the questions. Set 1's decent average score of 6.92 indicates that 

ChatGPT can offer thoughtful responses based on personal experiences and opinions, which is impressive. It seems to 

imitate human-like interaction quite well, which is promising for AI's role in higher education but also a greater challenge 

due to the probability of higher cheating chances. However, the scores take a hit for sets 2 and 3, averaging 5.37 and 

4.07, respectively. These lower scores indicate that ChatGPT isn't quite able to answer and fails to achieve passing 

standards for students set by regulatory agencies like the UGC (University Grant Commission). It seems to struggle, 

especially in providing accurate and up-to-date information or describing things based on physical experiences. This 

discrepancy clearly explains that while AI tools like ChatGPT can be great in some areas, they're not foolproof. It works 

great in creativity and casual conversation but struggles with tasks requiring real-time data interpretation or sensory 

understanding. 

Figure 2, with its box plot, reflects a clear picture of these differences, visually showing how ChatGPT performs 

across the various question sets. These findings emphasize the importance of considering both the strengths and 

limitations of AI in educational assessments. We need a balanced approach that combines AI's capabilities with human 

expertise to ensure assessments effectively measure learning outcomes with integrity and reliability. 

 

Figure 2. Box Plot Comparison of ChatGPT Performance Across Question Sets 

3-2- Kruskal-Wallis Test 

The Kruskal-Wallis H test, often referred to as the "one-way ANOVA on ranks," serves as a robust statistical tool 

for assessing differences among multiple groups concerning any independent variable. In our study, we utilized this 

test to understand the variance between scores across different question sets, providing valuable insights into the 

effectiveness of each set-in measuring learning outcomes. Figure 2 reflects the output of the Kruskal-Wallis Test, that 

set3-set2 has a significance value of 0.012, set3-set1 has a significance value of 0.000, and set1-set2 has a significance 

value of 0.002. It reflects that the distribution value of each set (set1, set2, set3) at the p<0.05 level of questions is 

significantly different from the other set. Specifically, it indicates the difference between sets 3 and 2 is significant 

with a p-value of 0.012, with a test statistic of 14.116 indicating that the scores of set 3 scores are substantially higher 

than the scores of set 2. Further, it indicates the difference between sets 3 and 1 is significant with a p-value of 0.000, 

with a test statistic of 30.241 indicating that the scores of set 3 scores are substantially higher than the scores of set 1.  

It indicates the difference between sets 1 and 2 is significant with a p-value of 0.002, with a test statistic of -16.125 

indicating that the scores of set 1 scores are substantially lower than the scores of set 2 (Figure 3). These findings carry 

significant implications for educational assessment practices. The significant difference between the scores of set 3 

and the other sets suggests that this set may be particularly effective in measuring learning outcomes that can be helpful 

in creating strong assessment strategies. 
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Figure 3. Pairwise Comparisons 

4- Learnings 

4-1- Questions based on Experiential Learning 

Experiential learning is the process of acquiring knowledge and abilities via personal experience rather than just 

reading or lecturing [25]. This method has grown in popularity in recent years because it is more successful at helping 

students remember information and build practical skills that can be utilized in real-world situations. One of the most 

significant benefits of experiential learning is that it helps students learn from their own experiences rather than 

depending exclusively on theoretical information [26]. This is especially vital in fields such as business and marketing, 

where success depends on the capacity to comprehend and respond to complicated and ever-changing consumer needs, 

competition, target markets, government policies, etc. 

While AI models have made significant advances in analyzing and predicting data in recent years, they remain 

constrained in their capacity to duplicate the insights that come from first-hand observation. This is due to the fact that 

experience learning entails a subjectivity and complexity that is difficult to reproduce using automated techniques. In 

marketing research, for example, interviews and surveys are frequently used to gather insights into customer behavior 

and preferences. The value of these tools, however, rests not only in the data that they provide but also in the knowledge 

that may be garnered from the interactions that occur between surveyors and respondents. 

Similarly, developing a real-money portfolio is a great experiential learning activity since it allows students to obtain 

actual experience in investing and financial management. This includes not only the process of purchasing and selling 

stocks but also the behavioral and psychological components of investing, such as tolerance for risk and decision-making 

under high pressure. Overall, the importance of experiential learning stems from its potential to provide individuals with 

a more in-depth grasp of a subject through first-hand knowledge and application in real life. While AI models have many 

advantages in terms of analyzing information and forecasting, they are unable to precisely replicate the insights and 

lessons learned through direct experience and exposure to the financial markets. 

As a result, questions based on experiential learning may be a useful tool in assisting individuals in developing the 

practical skills and knowledge required for success in a variety of professions, including marketing and business. These 

questions, by allowing students to learn from their own experiences, can assist in bridging the gap between theory and 

practice, ultimately leading to improved outcomes in real-world contexts. 

4-2- Questions based on Recent Events 

In today's fast-paced world, keeping up with the latest news and developments is more vital than ever in business 

education. This is especially true in industries such as business and marketing, where success depends on the capacity 

to adapt rapidly and effectively to business environment changes. AI models have developed as a strong tool for 

processing and analyzing massive volumes of data, and they have grown in popularity in recent years for answering 

queries about current events. While AI models have many advantages in terms of analyzing information and prediction, 

they are not perfect, and there have been numerous instances of factual and data errors [27]. 

One of the primary reasons for this is that AI models are only as good as the information upon which they are built 

[3]. The AI model generates inaccurate conclusions if the data is inadequate, biased, or wrong. Furthermore, AI models 

can make mistakes due to unanticipated changes in the data or errors in the algorithms used to process it. It is crucial to 
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highlight, however, that these questions must be updated frequently, as AI models are very swift to update themselves 

with what is going on in the real world. This implies that evaluation questions based on current events must be revised 

frequently to remain pertinent and correct. 

4-3- Questions based on Decision-Making 

Making decisions is an important ability in both personal and professional situations, but it may be difficult to teach 

and analyze. While AI models' ability to analyze and interpret data related to decision-making is improving, making 

decisions on moral judgment is still a challenge for Artificial Intelligence [28]. There continues to be value in asking 

queries requiring reasoning and subjective assessment. While chatbots such as ChatGPT can provide general answers to 

decision-making queries, they may not always be as particular, or objective as needed. This is due to the fact that 

decision-making is a complicated process that includes a range of aspects such as individual principles, opinions, 

perceptions, and experiences. It is challenging for AI models to consider these subjective elements when making 

judgments or answering decision-making questions. As a result, decision-making problems are an excellent alternative 

for beating AI models because they demand users to use critical thinking and subjective analysis. These sorts of questions 

can assist learners with a better understanding of the concepts and principles that underlie decision-making as well as in 

developing their own decision-making skills and talents. Examples of decision-making questions include circumstances 

in which individuals must make a difficult ethical decision, as well as problems in which persons must analyze evidence 

and offer a suggestion based on that analysis. 

Educators and trainers may help students enhance their critical thinking abilities and become better decision-makers 

by asking decision-making-based questions. 

5- Implications 

5-1- Policymakers 

Artificial intelligence (AI) is rapidly revolutionizing several industries, including education. The rise of artificial 

intelligence has prompted calls for an overhaul of the education system, including universities and accreditation 

organizations. It is becoming increasingly clear that allowing students to pass without putting in the necessary effort to 

develop excellent knowledge and skills would result in poor learning outcomes and meaningless degrees. The resultant 

availability of labor in the market is useless if it lacks quality learning, as it will have implications for future productivity 

in the industry. 

The traditional approach to education has become obsolete in the face of artificial intelligence. AI is a constantly 

upgrading area, and today's courses may become obsolete in a matter of months. As a result, universities must be 

proactive in upgrading their courses [29]. to ensure that students have the most up-to-date information and abilities. 

Education policymakers must prioritize the development of AI-proof assessments [30] and courses that cannot be easily 

replicated by AI-based machines, such as creativity, critical thinking, and problem-solving. Universities must re-evaluate 

and refresh their programs and incorporate courses with updated changes that focus on building these skills in students. 

Universities can ensure that their graduates stay competitive in the labor market by providing them with capabilities that 

artificial intelligence cannot simply imitate. 

5-2- Teaching Faculties  

The introduction of artificial intelligence (AI) into education has necessitated considerable advancements in teaching 

methodology, question formulation, and assessment systems. The role of teaching faculty in preparing students for the 

challenges and possibilities of the AI era has grown in significance. Faculty must assist students in gaining the required 

skills and information to thrive in a fast-changing job market by focusing their attention on experiential learning, 

decision-making, and updated course material. It is critical that faculties must accept these changes and attempt to adapt 

to the new reality of artificial intelligence in education, as tools like ChatGPT can be great assistants in effective teaching 

[30]. 

5-3- Students  

AI in education provides several potential benefits for students. It can assist them in better managing their time, 

generating initial ideas [31, 32], simplifying complex subjects, and providing personalized learning experiences [33]. 

However, it is critical to note that ethical concerns must be followed consistently all the time to ensure that AI is utilized 

to benefit students in learning rather than to cheat or plagiarize. AI should be utilized as additional help rather than 

replacing human teachers. 
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6- Conclusion  

The arrival of artificial intelligence (AI) has posed a significant challenge to higher education. There is a growing 

concern regarding the usage of AI tools, such as ChatGPT, in answering queries across diverse academic domains, 

potentially giving rise to instances of academic misconduct. To tackle this challenge, this study adopts a methodology 

that leverages ChatGPT prompts for generating assessment questions and subsequently analyzes the outcomes. The 

research aims to explore effective strategies for crafting assessment questions that accurately measure student learning 

while upholding the integrity of the evaluation process and maintaining learning standards. 

Experiential learning, learning based on current events, and decision-making scenarios emerge as pivotal components 

of student learning assessment. These aspects can significantly help in the acquisition of practical skills, up-to-date 

knowledge, and enhancement of critical thinking and decision-making abilities among students by minimizing academic 

misconduct and resulting in better learning outcomes. Given the urgency of the need for educational reform, 

policymakers should advocate for meaningful learning and assessment strategies that would provide students with 

competencies and discourage them from using AI for cheating purposes. In addition to policymakers, faculty members 

have a significant role in this, considering that they prepare students for the future. All instruction methods, question 

formulation, and framework for evaluation should be adapted to tackle the challenges of the AI era. At the same time, 

they should encourage the ethical use of AI tools among students to make AI a catalyst for the enhancement of students 

learning and development rather than a tool for cheating and dishonesty. It is also the student's responsibility to follow 

ethical guidelines while using AI tools. They must understand that the objective of higher education is a better learning 

outcome rather than only getting passing marks and achieving the degree. In summary, the study broadens the domain 

of learning assessment by providing empirical evidence, learning, and implications to discourage and minimize the use 

of AI among students for academic misconduct. This investigation further helps to expand the discussion about the need 

for change and innovative approaches in education and the consequences of the increased use of AI tools in higher 

education. 

6-1- Limitation & Research Implications 

The study has employed ChatGPT 3.5 for framing assessment questions; however, the better version, at 20 dollars 

per subscription, is available on the internet, which can potentially be used in future research studies. The prompts were 
designed at three different levels, while more complex levels can be further understood. The findings of the study can't 
be generalized, as different prompts have different types of answers. Answers were analyzed by a small sample of 
management faculty members; future studies can utilize a higher number of faculty members with different domain 
knowledge. 
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