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Abstract 

Deep learning, specifically the Convolutional Neural Network (CNN), has been a significant 

technology tool for image processing and human health. CNNs, which mimic the working principles 

of the human brain, can learn robust representations of images. However, CNNs are susceptible to 
noise interference, which can impact classification performance. Choosing the right activation 

function can improve CNNs performance and accuracy. This research aims to test the accuracy of 

CNN with ResNet50, VGG16, and GoogleNet architectures combined with several activation 
functions such as ReLU, Leaky ReLU, Sigmoid, and Tanh in the classification of images that 

experience Poisson noise. Poisson noise is applied to each test data to evaluate CNN accuracy. The 

data used in this study consists of three scenarios of different numbers of classes, namely 3 classes, 
5 classes, and 10 classes. The results showed that combining ResNet50 with the ReLU activation 

function produced the best performance in class recognition in each scenario of the number of classes 
experiencing Poisson noise interference. The model achieved 97% accuracy for 3-class data, 95% 

for 5-class data, and 90% for 10-class data. These results show that using ResNet50 with the ReLU 

activation function can provide excellent resistance to Poisson noise in image processing. It was 
found that as the number of classes increases, the accuracy of image recognition tends to decrease. 

This shows that the more complex the image classification task is with a larger number of classes, 

the more difficult it is for CNNs to distinguish between different classes. 
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1- Introduction 

Deep Learning (DL) is one of the widely used technological tools because to its ability to represent images [1]. DL 

algorithms were designed with the aim of mimicking the function of the human brain, which has many hidden layers 

[2]. Deep learning (DL) algorithms have demonstrated notable success across diverse fields [3]. In the context of image 

classification, DL methods are often the first choice [4]. Another one of the most popular DL methods used for many 

image processing and human health applications is the convolutional neural network [5]. Convolutional neural network 

(CNN) is a machine learning algorithm that has shown to make good results for image classifications [6]. In recent years, 

CNN has attracted much attention due to its feature extraction capabilities and application to image classification [7]. 

CNN is an excellent classification method and is used widely today. One of the reasons is that CNNs provide high 

accuracy [8]. 
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Based on research by Ali Narin on coronavirus detection using the CNN method with the ResNet50 architecture, the 

accuracy value is 96.1% for dataset-1, 99.5% for dataset-2 and 99.7% for dataset-3 [9]. Then other research conducted 

by Sarah Mohd Ashhar on lung cancer classification using the CNN method with GoogleNet architecture resulted in an 

accuracy value of 94.53% [10]. Furthermore, another study conducted by Ebru Erdem on the detection of pneumonia 

using the CNN method with VGG16 architecture resulted in an accuracy value of 88.78% [11]. 

Despite the fact that CNNs have proven to be effective in classifying images, they are highly susceptible to noise. 

The impact of such noise interference on CNN performance in image classification is one of the most important and 

interesting issues in the field of image classification [12–14]. So it is important to choose the necessary activation 

function to increase the flexibility and efficiency of the network [15]. The activation function is a key component of 

convolutional networks, which can map non-linear characteristics [16]. The performance of CNNs can be significantly 

affected by the selection of an appropriate activation function. The activation function plays an important role in the 

output calculation process. The type of activation function used is very important in determining the output value of the 

CNN [17]. 

Momeny et al. used the advantages of the CNN method for the classification of images subject to uniform noise based 

on their previous research on the classification of images subject to noise. They recommended in his research that the 

type of noise be replaced with Poisson noise [18]. 

Based on this information, we intend to test the accuracy of the CNN method by using three different architectures, 

specifically VGGNet Medium, GoogleNet and ResNet50, to classify images that have been contaminated by Poisson 

noise. In addition, in this series of experiments we will also look at using different activation mechanisms such as ReLU, 

Leaky ReLU, Sigmoid and Tanh. 

2- Method 

2-1- Resize 

Resize is the process where the size of an image, either a digital image or a photograph, is changed to make it smaller 

or larger. The nearest neighbor interpolation technique is one of the techniques used for resizing. This method uses the 

information of the value pixel to generate a new image of the image to be resized [18]. Mathematically, resize can be 

represented as follows [19]: 

bij = a⌊i×x⌋⌊j×y⌋  (1) 

where 𝑏𝑖𝑗  is the pixel value of the 𝑖-th row of the 𝑗-th column of the resized image, 𝑎 is the image element to be resized, 

𝑖 is the row index, 𝑗 is the column index, 𝑥 is the ratio between the number of rows in the input image and the output 

image, and 𝑦 is the ratio between the number of columns in the input image and the output image. 

2-2- Min Max Scale 

Min-max scaler is a normalization method used to transform all values in a dataset into a range between 0 and 1. This 

method utilizes the smallest and largest values in the dataset to perform the transformations [19]. Using 𝐵 data, the min-

max scaler can be mathematically represented as follows: 

𝑟𝑖𝑗 =
𝑏𝑖𝑗−min(𝐵)

max(𝐵)−min(𝐵)
  (2) 

where 𝑟𝑖𝑗  is the pixel value of the 𝑖-th row of the 𝑗-th column of the normalized image, 𝑏𝑖𝑗  is the pixel value of the 𝑖-th 

row of the 𝑗-th column of the image to be normalized, min(𝐵) is the minimum value in data 𝐵, and max(𝐵) is the 

maximum value in data 𝐵. 

2-3- Noise 

Noise is a common problem in image processing that often arises from the process of taking images by utilizing 

cameras and transmitting information on communication systems. As a result, the transmitted image often experiences 

disturbances that result in a mismatch with the original image. Noise causes the pixel intensity value in the image to not 

reflect the actual image value [20]. 

Noise in digital images can generally be explained as random variations of brightness or color information in the 

captured image. This variation arises due to the influence of external factors. A visual example of an image with noise 

can be seen in Figure 1. 



Emerging Science Journal | Vol. 8, No. 2 

Page | 594 

 

Figure 1. Image Noise 

Mathematically, the image function affected by noise can be described as follows: 

𝐴(𝑖, 𝑗) = 𝐻(𝑖, 𝑗) + 𝐵(𝑖, 𝑗)  (3) 

where 𝐴(𝑖, 𝑗) is the noisy image function, 𝐻(𝑖, 𝑗) is the original image function, and 𝐵(𝑖, 𝑗) is the noise function. 

There are various types of noise that are often found in digital images, one of which is Poisson noise [21]. Poisson 

noise is generated based on the Poisson distribution and is caused by the random appearance of photons in the image 

[22]. The Poisson distribution can be shown as follows: 

𝑋~𝑃𝑂𝐼(𝑥, 𝜆) =
𝑒−𝜆𝜆𝑥

𝑥!
  (4) 

where 𝑥 is the value of the random variable 𝑋 and 𝜆 is the average parameter that controls the intensity level of the 

Poisson distribution. 

2-4- Convolutional Neural Network (CNN) 

Convolutional Neural Networks is the type of neural network that is routinely used for simplifying images to improve 

analysis and classification. It reduces the need for intensive human intervention and preprocessing, which is a major 

advantage of this network [23]. CNNs are used in a variety of image processing tasks, including image recognition, 

image segmentation, and object detection [19]. Convolutional and pooling layers are responsible for the extraction of 

important features from the data, while a fully connected layer is used to map these features to the final output, such as 

in the classification task [24]. The basic construction of this CNN can be seen in Figure 2. 

 

Figure 2. Convolutional Neural Network (CNN) 

An important element in CNN that plays an important role in extracting features from the input image isvolutional. 

A convergence operation is a mathematical process through which two matrices are used: the input image and the kernel 

matrix. This multiplication is a process in which both the elements of these two matrices are multiplied and then 

summarised. Usually, the convolution operation is indicated by the * operator. In mathematics, the convolution operation 

can be represented as the follows [25]. 

𝑧𝑖,𝑗
ℎ = ∑ ∑ 𝑎(𝑖−1)𝑠+𝑚,(𝑗−1)𝑠+𝑛 ∗ 𝑘𝑚,𝑛 + 𝑏ℎ𝑁

𝑛=1
𝑀
𝑚=1   (5) 

where 𝑧𝑖,𝑗
ℎ  is the output of the convolutional operation with 𝑖-th row, 𝑗-th column, and ℎ-th channel. 𝑏ℎ is the bias of the 

ℎ-th channel. 𝑘𝑚,𝑛 is an element of the 𝐾 matrix, while 𝑎(𝑖−1)𝑠+𝑚,(𝑗−1)𝑠+𝑛 is an element of the input image matrix. The 

parameters 𝑀 and 𝑁 are the kernel sizes, while 𝑠 is the stride size that determines the shift of the kernel during 

convolutional operation. 
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2-4-1- CNN Architecture 

In this research, the CNN architectures used are VGG-Net-Medium, ResNet50 and GoogleNet architectures. The 

training process was conducted using 100 epochs with a batch size of 64. These architectures are presented in Figures 3 

to 5. 

 

Figure 3. VGG-Net-Medium Architecture 

 

Figure 4. ResNet50 Architecture 

 

Figure 5. GoogleNet Architecture 

2-5- Activation Function 

The activation function is used to output a hidden layer and an output layer in a CNN. The input of the activation 

function is the result of a linear combination of the input and its weights. In CNN, some activation functions that are 

often used are as follows: 

 Rectified Linear Unit (ReLU) function 

𝑓(𝑥) = {
0, 𝑥 ≤ 0
𝑥, 𝑥 > 0

, 𝑟𝑎𝑛𝑔𝑒 = [0, ∞)  (6) 
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 Leaky ReLU function 

𝑓(𝑥) = {
𝛼𝑥, 𝑥 ≤ 0
𝑥, 𝑥 > 0

, 𝑟𝑎𝑛𝑔𝑒 = (−∞, ∞)  (7) 

 Sigmoid function 

𝑓(𝑥) =
1

1+𝑒−𝑥 , 𝑟𝑎𝑛𝑔𝑒 = (0,1)  (8) 

 Hyperbolic Tangent (Tanh) function 

𝑓(𝑥) =
𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥 , 𝑟𝑎𝑛𝑔𝑒 = (−1,1)  (9) 

 Softmax function 

𝑓(𝑥𝑗) =
𝑒

𝑥𝑗

∑ 𝑒𝑥𝑘𝑁
𝑘=1

,   𝑗 = 1,2, … , 𝑁,   𝑟𝑎𝑛𝑔𝑒 = (−1,1)  (10) 

2-5-1- Pooling 

In the Convolutional Neural Network (CNN) architecture, the pooling layer plays an important role. Its main function 

is to perform subtraction or sub-sampling on the feature map generated from the previous convolution operation [26]. 

Thus, this layer transforms a large feature map into a smaller one while retaining important information or features. The 

pooling layer is analogous to the convolution method, where the step and kernel are fixed before pool manipulation [27]. 

Various types of pooling methods can be applied, such as tree pooling, gate pooling, median pooling, maximal pooling, 

Global Average Pooling (GAP), and worldwide maximal pooling. Maximal, minimal, and GAP pooling are the most 

common and widely used methods [28]. 

 

Figure 6. Pooling 

Max pooling selects the largest element in each pooling region and is shown in the following equation [25]: 

𝑝𝑖,𝑗
ℎ = max(𝑧(𝑖−1)𝑠+𝑚,(𝑗−1)𝑠+𝑛)  (11) 

The average pooling method is a step to take the average of the data in the pooling region. In the average pooling 

method, this method takes the average of the elements in each region. Mathematically it can be shown as follows [25]: 

𝑝𝑖,𝑗
ℎ =

1

𝑀𝑁
∑ ∑ 𝑧(𝑖−1)𝑠+𝑚,(𝑗−1)𝑠+𝑛

𝑁
𝑛=1

𝑀
𝑚=1   (12) 

where 𝑝𝑖,𝑗
ℎ  is the output of the pooling operation of the 𝑖-th row, 𝑗-th column, and ℎ-th channel. While 𝑧(𝑖−1)𝑠+𝑚,(𝑗−1)𝑠+𝑛 

are elements of the input image matrix. The parameters 𝑀 and 𝑁 are the pooling sizes, while 𝑠 is the stride size that 

determines the shifting of the pooling window during the operation. 

2-5-2 Fully Connected 

The Fully Connected (FC) layer, is usually located at the end of the CNN architecture. In this layer, each neuron is 

connected to all neurons in the respective previous layer, this is referred to as the Fully Connected (FC) approach. It is 

used as a CNN classifier [29]. This layer follows the basic method of a conventional multi-layer perceptron neural 

network, as it is a type of Artificial Neural Network (ANN) so it is feed-forward in nature. The input of the FC layer is 

from the last pooling or convolution layer. This input is a vector, which is created from the feature map after the process 

of smoothing. The output of the FC layer is the final output of the CNN, as illustrated in Figure 7 [28]. 
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Figure 7. Fully Connected Layer 

2-5-3- Loss Function 

In terms of optimization algorithms, there is a function used to measure the goodness or badness of the solution found, 

and this function is often called a loss function. The goal of the optimization algorithm is to get a result that minimizes 

or maximizes the value of the loss function [30]. The value generated by the loss function is often called the loss. Loss 

functions play an important role in simplifying complex information to a single scalar number, allowing the comparison 

and ranking of different solutions. The selection of an appropriate loss function is very important, because poor loss 

function selection can produce poor results in the optimization process [31]. One type of loss function that is commonly 

used, especially in the case of multiclass classification, is cross entropy. Cross entropy is commonly used to measure the 

degree of difference between the probability distribution estimated by a model and the actual probability distribution. 

This can help to measure the extent to which our model really understands and is able to estimate the data correctly [32]. 

Mathematically, the cross entropy formula can be represented as follows: 

𝐿(𝑡, �̂�) = − ∑ 𝑡𝑖
𝑛
𝑖=1 ln(�̂�𝑖)  (13) 

where 𝐿(𝑡, �̂�) is the loss value, 𝑛 is the number of classes, 𝑖 is the data index, 𝑡𝑖 is the 𝑖-th true value, and �̂�i is the 𝑖-th 

predicted value. 

2-5-4- Backpropagation 

Backpropagation is a process in the Neural Network (NN) algorithm that serves to improve the weights in each layer 

in an architecture [15]. In contrast to the feedforward algorithm, this algorithm moves in reverse in the process so that 

the weight update process is done from the last layer to the first layer. The calculation for the backpropagation algorithm 

uses an optimization method. In this research, the optimization method applied is adaptive moment estimation. 

Adaptive Moment Estimation (ADAM) is a parameter optimization method commonly used in NNs with large 

amounts of data. As an optimization method, ADAM is able to adapt to the system to optimize parameters [33]. In the 

NN backpropagation algorithm, ADAM is used to update the weight and bias values so that they become optimal. 

Mathematically, ADAM iteration can be expressed as follows: 

𝑤𝑛𝑒𝑤 = 𝑤𝑜𝑙𝑑 − 𝛼
�̂�𝑡

√�̂�𝑡+𝜀
  (14) 

Using the values 𝑚0 = 0, 𝑣0 = 0, 𝛽1 = 0.9, and 𝛽2 = 0.999, then: 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡  (15) 

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)(𝑔𝑡)2  (16) 

and 

�̂�𝑡 =
𝑚𝑡

1−𝛽1
𝑡  (17) 

�̂�𝑡 =
𝑣𝑡

1−𝛽2
𝑡  (18) 

𝑔𝑡 =
𝑑𝐿(𝑤𝑜𝑙𝑑)

𝑑𝑤𝑜𝑙𝑑
  (19) 
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3- Results and Discussion 

Before starting the research, the data set will undergo a series of data preparation steps. In the first step, the images 

are converted into the same size of 150×150 pixels to ensure consistency of analysis and ease the computational burden. 

The data is then separated into training and test data for the model training and evaluation process. Furthermore, as an 

experiment to test the performance of the model under more complex conditions, Poisson noise will be inserted in the 

test data to simulate the variability of pixel intensity in the image. Finally, a normalization process is run to change the 

color intensity distance of each color channel into a distance of 0 to 1, which aims to maintain stability and efficiency in 

the model training process. The required dataset is miniImageNet, which has 60000 images sorted into one hundred 

classes, but due to hardware limitations, only the first 3 classes, 5 classes, and 10 classes of the total 100 classes are 

implemented [34]. 

The research was conducted by utilizing VGG-Net-Medium, ResNet50, and GoogleNet architectures, with various 

activation functions such as ReLU, Leaky ReLU, Sigmoid, and Tanh. The device required has specifications of 32 GB 

RAM, Intel Core i7-9800F CPU, and NVIDIA GeForce GTX 1050 GPU. Evaluation of classification results that include 

confusion matrix is very useful for generating various metrics to get the performance of the classification model [35]. 

The metric formulations used are shown in Equations 20 to 23. The results obtained by using these formulas are presented 

in Table 1 and Figure 8. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑁
  (20) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (21) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (22) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2∙𝑅𝑒𝑐𝑎𝑙𝑙∙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
  (23) 

where TP is True Positive, TN is True Negative, FP is False Positive and FN is False Negative. 

Table 1. Calculated metrics of the CNN architecture 

Number of Classes Architecture Activation Functions Accuracy Precision Recall F1-Score 

3 

VGG16 

ReLU 85% 85% 85% 85% 

Leaky ReLU 88% 87% 88% 88% 

Sigmoid 86% 86% 86% 86% 

Tanh 82% 83% 82% 82% 

ResNet50 

ReLU 97% 97% 98% 97% 

Leaky ReLU 93% 93% 93% 93% 

Sigmoid 39% 13% 33% 19% 

Tanh 29% 10% 33% 15% 

GoogleNet 

ReLU 94% 94% 94% 94% 

Leaky ReLU 96% 96% 96% 96% 

Sigmoid 88% 89% 89% 88% 

Tanh 86% 87% 87% 86% 

5 

VGG16 

ReLU 81% 82% 81% 81% 

Leaky ReLU 84% 84% 84% 84% 

Sigmoid 76% 77% 76% 76% 

Tanh 78% 79% 78% 78% 

ResNet50 

ReLU 95% 95% 95% 95% 

Leaky ReLU 91% 90% 90% 90% 

Sigmoid 22% 4% 20% 7% 

Tanh 21% 4% 20% 7% 

GoogleNet 

ReLU 94% 95% 95% 95% 

Leaky ReLU 93% 94% 94% 94% 

Sigmoid 92% 92% 92% 92% 

Tanh 87% 88% 87% 87% 
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10 

VGG16 

ReLU 71% 70% 70% 70% 

Leaky ReLU 74% 73% 73% 72% 

Sigmoid 64% 64% 63% 63% 

Tanh 68% 68% 67% 66% 

ResNet50 

ReLU 90% 90% 90% 89% 

Leaky ReLU 81% 81% 81% 80% 

Sigmoid 10% 1% 10% 2% 

Tanh 8% 1% 10% 1% 

GoogleNet 

ReLU 88% 88% 88% 88% 

Leaky ReLU 87% 87% 87% 86% 

Sigmoid 75% 76% 74% 73% 

Tanh 80% 79% 80% 79% 

 

   

   

   

Figure 8. Performance Evaluation 

Table 1 and Figure 8 show that in 3 test scenarios using different numbers of classes, namely 3 classes, 5 classes, and 

10 classes, it was found that the combination of the ResNet50 architecture utilizing the ReLU activation function showed 

accuracy results reaching 97% for 3-class data, 95% for 5-class data, and 90% for 10-class data. The accuracy results of 

each architecture are shown in Figure 9. 

Figure 9 shows that there is a tendency for image detection accuracy to decrease as the number of classes increases. 

This means that the more complex an image classification task is with an increasing number of classes, the more complex 

the Convolutional Neural Network (CNN) task is to separate the different classes. 
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Figure 9. Accuracy Chart 

4- Conclusion 

In this study, we have run various tests to test how good a Convolutional Neural Network (CNN) with various 

architectures is at handling image classification problems caused by Poisson noise. We found that the CNNs on the three 

architectures we tested were able to handle this problem very well, as evidenced by the accuracy obtained. Meanwhile, 

by observing the differences in the use of some activation functions, we found that applying ReLU to ResNet50 resulted 

in higher accuracy than other architectures, such as VGG-Net-Medium and GoogleNet. In addition, we also found that 

ReLU was significantly better than the use of other activation functions such as Leaky ReLU, Sigmoid, and Tanh. These 

results emphasize the importance of activation function selection in CNN model development. 

In addition, we also indicated that the more complex the image recognition task becomes with the increase in the 

number of classes, the more difficult it is for CNNs to distinguish between different classes, which may result in a 

decrease in image recognition accuracy. Overall, this study shows that CNNs with different architectures have great 

potential for addressing the problem of image classification perturbed by Poisson noise. However, the selection of 

activation functions and the understanding of their impact on CNN performance are important factors to consider in the 

development of better models in the future. 
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