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Abstract 

The proliferation of user-generated content on social networks and websites has heightened the 
significance of sentiment analysis, also known as opinion mining, as a critical tool for 

comprehending people’s attitudes toward various topics. Aspect-level sentiment analysis, which 

considers specific aspects or features of texts, provides a more comprehensive view of sentiment 
analysis. The aspect-level approach encompasses both explicit and implicit aspects, where explicit 

aspects are readily mentioned in texts while implicit aspects are implied or inferred from contextual 

clues. Despite the significance of implicit aspects in the overall review, previous research has 
predominantly focused on explicit aspect extraction. Limited attention has been given to the 

extraction of implicit aspects, despite their potential impact on capturing the complete sentiment 

picture of texts. Therefore, this study aims to find an aspect extraction solution capable of identifying 
and extracting both explicit and implicit aspects from texts. This study compares various machine 

and deep learning models on the SemEval-2014 and SemEval-2016 restaurant datasets. The 
experimental analysis demonstrates that the proposed Aspect-BiLSTM model emerged as the best-

performing model, achieving high accuracy in classifying both explicit and implicit aspects, with 

92.9% accuracy for the 2014 and 90.7% accuracy for the 2016 datasets. Notably, the proposed 
solution was able to capture multiple aspects of texts, making it more robust and versatile. This study 

highlights the efficacy of the Aspect-BiLSTM model for aspect extraction, which will give valuable 

insights into the advancement of aspect-level sentiment analysis. 
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1- Introduction 

Sentiment analysis, or opinion mining, plays a vital role in identifying opinions expressed in written texts [1]. The 

analysis can be carried out at the document, sentence, or aspect/feature levels. According to Jonnalagadda et al. (2019) 

[2], document-level and sentence-level sentiment analysis allow for identifying the overall sentiment polarities of 

documents and sentences, respectively, as shown in Figure 1. However, according to Medhat et al. (2014) [3], these two 

levels of sentiment analysis are insufficient for capturing the sentiment information of the features or aspects in 

documents and sentences. Hence, this limitation highlights the need for deeper analysis of sentiments in unstructured 

textual data. Therefore, aspect-level sentiment analysis becomes increasingly significant in such scenarios. 

Aspect-level sentiment analysis provides a more comprehensive view of sentiment analysis by capturing the sentiment 

information related to specific aspects or features of texts [4]. Identifying these aspects is a crucial step in sentiment 

analysis. Additionally, aspect-level sentiment analysis is the most granular form since it captures multiple sentiments 

expressed in texts instead of being limited to just one sentiment per document or sentence. 
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Figure 1. Classification of Sentiment Analysis Levels 

Aspect-level sentiment analysis can be further classified into two aspects present in texts: explicit and implicit, as 

shown in Figure 1. Explicit aspects are directly present in texts and include words or phrases that describe an entity’s 

characteristics. On the other hand, implicit aspects are more challenging to extract as they are not directly mentioned in 

texts but are inferred from other words associated with them [5]. 

Despite the extensive research on explicit aspect extraction, implicit aspect extraction has received more limited 

attention from the research community than explicit aspect extraction. This is due to the different approaches proposed 

in previous works to extract aspectual features from texts. Certain aspect extraction or aspect-level sentiment analysis 

solutions, like those proposed by Singh Chauhan et al. (2020) [6], He et al. (2023) [7], and Karimi et al. (2021) [8], treat 

the problem as sequence labeling problems. This approach to aspect extraction involves the process of labeling aspect 

terms in documents or sentences. The problem with this approach is that it cannot be used for implicit aspect extraction, 

as implicit aspects are not directly mentioned in texts and thus cannot be labeled. 

Nevertheless, implicit aspects are equally significant and contribute substantially to the meaning of texts, as Maitama 

et al. (2020) [9] established. However, the extraction of implicit aspects is not as straightforward as explicit ones due to 

their absence from texts. While human beings can identify implicit aspects of texts through their prior knowledge, aspect 

extraction models lack the knowledge to make these inferences. Instead, this knowledge must be introduced to these 

models through handcrafted rules from rule-based algorithms or learned weights for approaches utilizing machine 

learning techniques. 

Besides this, current aspect-level sentiment analysis studies do not heavily focus on extracting multiple aspects from 

texts. This can be attributed to the architectures of the solutions proposed in them that only produce one set of sentiment 

output labels for each document or sentence, such as the solutions proposed by Zhang et al. (2020) [10] and Zhou et al. 

(2022) [11]. This poses an issue as written texts may include multiple explicit and implicit aspects; thus, it is imperative 

for an optimal aspect extraction solution to consider the presence of all aspects in them. As a result, the main objective 

of this study is to propose an aspect extraction solution capable of identifying and extracting multiple aspects from texts, 

comprising both explicit and implicit aspects. 

This paper is organized as follows: Section 2 highlights the existing studies conducted for explicit and implicit aspect 

extraction, followed by the research framework adopted to develop the proposed aspect extraction models in Section 3. 

Section 4 presents the experiment to evaluate the developed aspect extraction models and analyze their results. Section 

5 concludes this study. 

2- Background Study 

As illustrated in Figure 2, aspect extraction solutions can be classified as either being rule-based, unsupervised, or 

supervised. 

 

Figure 2. Types of methods used for aspect extraction 

2-1- Rule-Based Approaches 

Rule-based algorithms for aspect extraction involve the use of manually crafted rules [12]. These approaches do not 

require any form of training, and they provide transparency and flexibility for modifications. Prior studies on rule-based 

aspect extraction include those conducted by Zainuddin et al. (2017) [13], Shouten et al. (2017) [14], Rana et al. (2020) 

[15], Venugopalan & Gupta (2020) [16], and Li et al. (2020) [17]. 
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Zainuddin et al. (2017) [13] employed a Stanford dependency parser to extract aspects from texts by breaking them 

down into distinct grammatical components and determining the implicit aspect words or phrases based on the 

grammatical dependencies extracted. However, this method may not be suitable for texts with incorrect grammar. 

Schouten et al. (2017) [14], on the other hand, employed a co-occurrence association rule mining approach to extract 

aspects from textual data. Their method involved mining association rules using the spread activation algorithm to 

generate associative networks based on the word relationships depicted in their co-occurrence matrix, which captured 

the frequencies of words occurring in texts referring to each aspect category. 

The aspect extraction solution proposed by Rana et al. (2020) [15] adopted two sets of rules for explicit and implicit 

aspect extraction. The first set of rules adopted was a set of sequential pattern rules that utilized each word’s Part of 

Speech (POS) tags and the use of opinion and concept lexicons to extract explicit aspect terms from their input texts. 

The second set of rules utilized the synonyms and co-occurrences of explicit aspect terms. It adopted the use of the 

Normalized Google Distance (NGD) [18] algorithm to extract implicit aspects from the solution’s input texts. 

Venugopalan & Gupta (2020) [16] proposed an aspect extraction solution that utilized multiple sets of rules that took 

advantage of the different features of its input texts. It first extracted the initial aspect terms of its input texts by 

considering each word’s POS and Named Entity Recognition (NER) tags and their grammatical dependencies. It then 

utilized a set of rules to capture aspects that were expressed using compound terms and a set of heuristic rules to capture 

aspects expressed in phrases. The extracted aspects then went through a couple of pruning processes based on the 

presence of single-word aspects in the extracted multi-word aspects as well as on the word embedding similarities of the 

extracted aspects with certain aspect seed terms. 

Lastly, the rule-based aspect extraction solution proposed by Li et al. (2020) [17] adopted a framework based on the 

Answer Set Programming (ASP) [19] logic programming paradigm. Their solution first modeled the relationships 

between the words in its input texts using Abstract Meaning Representation (AMR) graphs [20]. AMR subgraphs of the 

words were then extracted using the AMR Subgraph Extraction (AMR-SE) algorithm to capture the semantic 

relationships between aspects and their respective opinion words. The researchers then adopted a rule-mining technique 

to model the various relationships of aspects and other words in the subgraphs. They applied syntactic rules to capture 

the parts of speech of each word in them. The relationships modeled by the semantic and syntactic rules were then 

represented using the Answer Set Programming (ASP) logic programming paradigm. The texts’ final aspects were 

extracted using an ASP resolver. 

2-2- Unsupervised Approaches 

Similar to rule-based models, unsupervised machine learning models do not require training, as they cluster or 

represent data points based on their features. Studies that have adopted unsupervised machine-learning approaches for 

aspect extraction include those conducted by Tulkens & Cranenburgh (2020) [21], Luo et al. (2019) [22], Venugopalan 

& Gupta (2022) [23], and Singh Chauhan et al. (2020) [6]. 

Tulkens & Cranenburgh (2020) [21] utilized the semantic similarities of words captured by word embeddings, 

specifically Word2Vec [24] embeddings, to encode aspect terms and labels to determine their semantic similarities. They 

also employed an attention mechanism to assign weights to the words in documents, prioritizing those that are more 

similar to aspects. However, the limitation of this model was that it only searched for aspect terms explicitly mentioned 

in texts. Luo et al. (2019) [22] used an unsupervised neural network to generate sentence representations of aspects in 

texts. Their solution did so by learning the features of texts at a sememe level, which can be described as minimum 

semantic units of word meanings [3]. Sequential information from their input text was extracted using Long Short-Term 

Memory (LSTM) [25] layers. Aspects were then inferred from the model’s output representations in the embedding 

space used by the model to find the closest aspect categories related to them. However, using Word2Vec to generate 

initial word vectors posed a problem, as it cannot generate embeddings for Out-of-Vocabulary words. 

The unsupervised solution proposed by Venugopalan & Gupta (2022) [23] utilized a guided Latent Dirichlet 

Allocation (LDA) [26] model to determine the aspect categories present in its input texts. The guided LDA model used 

in the researchers’ proposed solution required two sets of inputs. The first set consisted of sequences of initial aspect 

terms that were extracted and filtered from the input texts. The second input set, on the other hand, consisted of common 

aspect seed terms used in each aspect category. The use of these two sets of input data improved their LDA model’s 

ability to form both topic-word and review-topic distributions. The unsupervised aspect extraction solution proposed by 

Singh Chauhan et al. (2020) [6] utilized a Bidirectional Long Short-Term Memory (BiLSTM) [27] model that was 

trained using the labels extracted by their hybrid algorithm (rule-based + unsupervised). The initial aspect terms were 

first extracted using a set of rules based on the parts of speech of words in the input texts as well as their grammatical 

dependencies. Once extracted, the irrelevant aspects were then pruned based on their frequencies and similarities with 

certain prominent aspect terms. The final extracted aspects were then encoded for aspect term extraction based on the 

IOB labels used in similar works. 
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2-3- Supervised Approaches 

In contrast to unsupervised and rule-based approaches, supervised machine learning models are trained using input 

data samples and their corresponding output labels [28]. Studies exploring this approach include those conducted by Ray 

& Chakrabarti (2019) [29], Karimi et al. (2021) [8], He et al. (2023) [7], and Cai et al. (2020) [30]. 

Ray & Chakrabarti (2019) [29] developed a supervised deep-learning approach to aspect extraction in which a 

Convolutional Neural Network (CNN) [31] was utilized to extract aspects from texts. The CNN consisted of multiple 

convolution and max pooling layers with an attention mechanism to extract aspect features from input texts. 

The supervised aspect extraction solution proposed by Karimi et al. (2021) [8] utilized a fine-tuned BERT [32] model. 

This model consisted of a BERT encoder and a fully connected output layer and was trained using the adversarial training 

technique. This technique generated adversarial training features that attempted to make the model form incorrect 

predictions. This technique was adopted during training to improve a model’s generalization of its training data, resulting 

in better prediction performance. 

The aspect extraction solution proposed by He et al. (2023) [7], on the other hand, utilized a self-training mechanism 

by employing a teacher model, a meta-weighter, as well as a student model. The training data used for this solution 

consisted of a set of gold-annotated features that have been manually labeled and a set of unlabeled features. The teacher 

model, which consisted of a Multi-Layer Perceptron (MLP) [33], was trained on the gold-annotated training data to 

generate accurate pseudo-labels for the remaining features. The student model and the meta-weighter were then trained 

on both the gold-annotated and pseudo-annotated features to overcome the influence of the imbalanced datasets. 

Lastly, the supervised aspect extraction solution proposed by Cai et al. (2020) [30] utilized a Hierarchical Graph 

Convolutional Neural Network (Hier-GCNN) to identify the aspect categories present in its input texts. The model 

adopted by the researchers learned the co-occurrence relationships between different aspect categories in a hierarchical 

design, enabling it to capture interactions between them at different levels.  

Ideal aspect extraction solutions should not only be able to extract both explicit and implicit aspects from texts but 

should also be able to extract multiple instances of them as well. Based on the previous aspect extraction studies 

highlighted in Table 1, it can be seen that while both rule-based and unsupervised methods include certain advantages, 

they may not be the most suitable methods for developing ideal aspect extraction solutions. This is because rule-based 

algorithms struggle with handling linguistic nuances in texts, affecting their aspect extraction capabilities. On the other 

hand, unsupervised algorithms are not suited to extract multiple aspects from texts [34]. Pontiki et al. (2014) [34] have 

demonstrated the effectiveness of supervised aspect extraction solutions in explicit and implicit aspect extraction by 

comparing their performances to certain unsupervised approaches. Their findings have shown that the evaluated 

supervised approaches obtained higher aspect extraction performance than their unsupervised counterparts based on their 

accuracy and F1 scores. 

Based on the context of our research, supervised aspect extraction solutions can effectively handle the nuances of the 

task by utilizing domain-specific knowledge, certain linguistic cues, and contextual information. Besides this, they tend 

to outperform their rule-based and unsupervised counterparts in terms of extraction accuracy and are more suited for 

extracting multiple aspects from single documents or sentences. These advantages are crucial for our current research 

and for identifying aspects when performing sentiment analysis in our future work. Therefore, this study will assess the 

effectiveness of various supervised machine and deep learning models in extracting multiple explicit and implicit aspects 

from texts. 

Table 1. Various research on Aspect Extraction Studies with Performance Metrics (Accuracy, Precision, Recall, and F1 Score) 

Study Methods Datasets P R F1 

Rule-Based Approaches 

Zainuddin et al. (2017) 

[13] 
Dependency parsing 

Stanford Twitter Sentiment 

[353 samples] 

Hate Crime Twitter Sentiment 

[1,078 samples] 

Sanders Twitter Corpus 

[1,091 samples] 

- - - 

Schouten et al. (2018) 

[14] 
Co-occurrence association rule mining 

SemEval-2014 Restaurant 

[3,844 samples] 
70.00 64.70 64.00 

Li et al. (2020) [17] 
AMR-SE + semantic rule mining + syntactic 

rules + ASP solver 
SemEval-2014 Restaurant 

[3,844 samples] 
83.80 86.60 85.10 

Rana et al. (2020) [15] 
(implicit aspect 

extraction) 

Sequential pattern rules + co-occurrences & 
NGD 

Customer Reviews 

 [3,945 samples] 
77.00 79.00 78.00 

Venugopalan & Gupta 
(2020) [16] 

Grammatical dependencies-POS-NER rules + 

multi-word aspect term rules + heuristic rules 
+ pruning mechanism 

SemEval-2014 Restaurant 
[3,844 samples] 

53.00 81.90 64.35 
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Unsupervised Approaches 

Chauhan et al. (2020) 

[6] 

BiLSTM (trained on aspects extracted from 

rule-based + unsupervised approach) 

SemEval-2016 Restaurant 

[2,676 samples] 
81.02 77.09 79.01 

Tulkens & Cranenburgh 

(2020) [21] 
Word embeddings similarities 

Citysearch corpus  

[1,490 samples] 
86.50 86.40 86.40 

Luo et al. (2019) [22] Aspect embeddings generation 
Citysearch corpus 

 [1,490 samples] 
82.50 81.80 82.10 

Venugopalan & Gupta 
(2022) [23] 

Guided LDA 
SemEval-2014 Restaurant 

[3,844 samples] 
75.32 86.61 80.57 

Supervised Approaches 

Ray & Chakrabarti 
(2019) [29] 

Supervised Deep Learning + Rule-Based 
Hybrid (CNN) 

SemEval-2014 Restaurant 
[3,844 samples] 

- - - 

Cai et al. (2020) [30] 

(average) 
Hier-GCNN 

SemEval-2015 Restaurant 

[1,647 samples] 
70.38 55.58 61.93 

He et al. (2023) [7] MLP 
SemEval-2014 Restaurant 

[3,844 samples] 
- - 88.95 

Karimi et al. (2021) [8] Fine-tuned BERT 
SemEval-2014 Laptop  

[3,845 samples] 
- - 85.57 

3- Research Methodology 

An aspect extraction framework was developed in this study to determine the most optimal method of extracting 

explicit and implicit aspects from unstructured texts. It involved the evaluation of several machines and deep learning 

models in identifying both types of aspects, as well as the development of a novel aspect extraction model that utilized 

the aspect feature extraction pipeline of the best-performing model. The proposed aspect extraction framework includes 

pre-processing, text encoding, aspect feature extraction methods, and classification modules, as shown in Figure 3. The 

pre-processing, text encoding, and classification modules remained constant while different aspect feature extraction 

methods were used. 

 

Figure 3. Research framework 

3-1- Pre-Processing Module 

Pre-processing is first conducted on raw input texts, which may contain redundant and noisy features. It can be 

described as the process of cleaning up noise from raw data and preparing it for machine or deep learning models [35]. 

In this research, we performed text normalization and removed all the punctuation, numbers, and stopwords from them. 

Text normalization was conducted to prevent the text encoding model from misinterpreting the same words written in 

different character cases as having different features. Punctuations, numbers, and stopwords were removed as they did 

not provide useful information for aspect extraction. Table 2 highlights the pre-processing steps used on the input data 

and their effects on them. 
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Table 2. Pre-processing steps and their effects on input data 

Pre-Processing Step Data Before Being Pre-Processed Data After Being Pre-Processed 

Text normalization Loved the risotto here but I didn’t love waiting 1 hour for it! Loved the risotto here but I didn’t love waiting 1 hour for it! 

Punctuations removal Loved the risotto here but I didn’t love waiting 1 hour for it! loved the risotto here but I didn’t love waiting 1 hour for it 

Numbers removal loved the risotto here but I didn’t love waiting 1 hour for it loved the risotto here but I didn’t love waiting hour for it 

Stopwords removal loved the risotto here but I didn’t love waiting hour for it loved risotto I didn’t love waiting hour 

3-2- Text Encoding Module 

After pre-processing, the text data needed to be converted into numerical representations to enable machine and deep 

learning models to analyze and process them effectively, as they cannot perform arithmetic operations on text data. 

Therefore, texts were converted into word embeddings before being sent to the model. Word embeddings are vector 

representations of words in documents containing their syntactic and semantic properties and, in the case of language 

models, their contextual properties as well. 

The present study employed a pre-trained BERT model, as it has been observed that contextual embeddings generated 

by BERT are endowed with richer contextual properties than other neural text embeddings and language models, as 

previously demonstrated in Wang et al. (2019) [36]. Specifically, the BERTBASE model, which incorporates 12 layers of 

transformer encoders, was utilized in this investigation. Notably, this model can generate representations for Out-of-

Vocabulary terms. Hence, none of the word representations were manually generated. The text-encoding process is 

illustrated in Figure 4. 

 

Figure 4. Text encoding process 

3-3- Aspect Extraction Models 

Once the texts were encoded, the implicit and explicit features/aspects were extracted. Several supervised machine 

and deep learning aspect feature extraction models were evaluated in this study, which included k-nearest Neighbour 

(kNN), Decision Tree (DT), Multi-Layer Perceptron (MLP), Convolutional Neural Network (CNN), Recurrent Neural 

Network (RNN), Gated Recurrent Unit (GRU), Long Short-Term Memory (LSTM), Bidirectional Long Short-Term 

Memory (BiLSTM) models, as well as a newly proposed model in this study. The evaluated models and their descriptions 

are listed below. 

Supervised Machine Learning Models 

k-Nearest Neighbours (kNN): k-Nearest Neighbour classifiers are machine learning models that classify input 

samples to their respective output classes based on their proximity to previously seen examples. An unseen data sample 

is assigned to the class with the most data points closest to it out of k data points. The value of k is an integer which is 

pre-determined before the training process [37]. 

Decision Tree (DT): Decision Tree classifiers are supervised machine learning models that classify unseen input 

samples based on sets of logic conditions organized sequentially like a directed rooted tree graph. The tree’s root will 

represent the input data, while each node (except the leaf nodes) represents a logic condition for the input data to meet. 

The tree’s leaf nodes represent the input features’ final output classes [38]. 

Supervised Deep Learning Models 

Multi-Layer Perceptron (MLP): MLPs are deep learning models that consist of multiple artificial neurons. Each 

neuron transforms the input features passed to it using non-linear functions and then passes the outputs from those 

functions to its activation functions. These models act as the foundation for various deep learning models [33]. 

Convolutional Neural Network (CNN): CNNs are deep learning models that remove noisy and redundant features 

from their input data. They accomplish this by passing their input data through one or more convolution layers that 

capture more focused representations of them and then through a pooling layer, which further reduces the size of the 

convolved features [31]. 

Recurrent Neural Network (RNN): RNNs are deep learning models that extract sequential properties from time 

series data. They accomplish this by using specialized neural networks that contain feedback loops to generate 
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representations of their input data at every step by utilizing their respective feature(s) along with the hidden state of the 

input data from the previous step [39]. 

Gated Recurrent Unit (GRU) & Long Short-Term Memory (LSTM): GRU and LSTM models are specialized 

versions of RNN models that aim to solve the vanishing gradient problem. They use specialized logic gates to 

dynamically retain or remove features at certain layers in their architectures [40, 25]. 

Bidirectional Long Short-Term Memory (BiLSTM): BiLSTM models are variants of the LSTM model that capture 

the sequential properties of texts in both forward and backward directions. Therefore, each sequential representation 

(hidden state) is generated based on the data that came before and after each time step [27]. 

Aspect-BiLSTM (Proposed Model)  

In this research, we developed the Aspect-BiLSTM aspect extraction model, which integrates two distinct techniques. 

Specifically, we have leveraged the semantic and contextual properties of texts extracted from the flattened BERT word 

embeddings in conjunction with the sequential representations produced by a BiLSTM model. These two features were 

merged into singular aspect features for the Aspect-BiLSTM model. This resulted in a more robust algorithm utilizing 

features that better represented aspects present in unstructured texts. 

Output Module 

Following the application of the Aspect Extraction Module, the resultant output comprises a comprehensive set of 

aspects, which includes both explicit and implicit aspects. This is a crucial feature of our model, which enhances the 

overall effectiveness of the analysis. 

3-4- Proposed Solution 

The proposed Aspect-BiLSTM model is a supervised deep learning model containing a BiLSTM layer, two hidden 

layers, and a multi-label output layer indicating the presence of each aspect in its input texts. The framework of the 

proposed solution is depicted in Figure 5. 

 

Figure 5. Framework of proposed solution 

Once the initial word embeddings were generated, they were sent to the model’s BiLSTM layer, where their forward 

and backward sequential properties were extracted. This layer captures richer contextual features of words in its input 

texts with respect to their aspect features. These sequential representations are then sent to the model’s hidden layers, 

where the final aspect representations of the input texts are generated. These representations were computed using non-

linear functions, which are depicted in the formula below. 

ℎj =  ∑ 𝑊𝑖𝑋𝑖 + 𝑏𝑛
𝑖=1   (1) 

where hj represents the jth element in the aspect representation, n represents the total number of input features for the 

layer, Wi represents the weight for feature Xi, and b represents the bias term used. 

Once the aspect representations of the input texts were generated, they were then concatenated with the initial BERT 

word embeddings and were then sent to its output layer, where the final aspect output labels were generated. The output 

values generated by this layer are computed as follows: 

ŷ
j

= σ( ∑ 𝑊𝑖𝑋𝑖 + 𝑏)𝑛
𝑖=1   (2) 

where ŷj represents the jth value in the output label, 𝜎 represents the sigmoid non-linear function, n represents the number 

of elements in the extracted sequential representations of the input feature, Wi represents the weight of feature Xi, and b 

represents the bias term used. 
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4- Experiment 

4-1- Dataset 

The SemEval-2014 [34] and SemEval-2016 [41] restaurant datasets were used in this research. These datasets 

consisted of restaurant reviews, their aspects, and sentiment polarities. From the statistics highlighted in Table 3, the 

SemEval-2014 Restaurant dataset contained 3,844 reviews, with 3,044 training reviews, while the remaining 800 reviews 

were allocated for testing. On the other hand, the SemEval-2016 Restaurant dataset contained 2,676 reviews, with 2,000 

allocated to its training dataset and the remaining 676 reviews allocated to its testing dataset. All the reviews in this 

dataset were annotated with their respective aspect labels. In this experiment, we have extracted the labels from the 

dataset, as shown in Figure 6. A standardized set of aspect label classes, namely ambiance, food, general, location, price, 

and service, were employed as outputs for the reviews in this study. It should be noted that the general label used in the 

experiment covered the anecdotes/miscellaneous class from the SemEval-2014 Restaurant dataset as well as the 

RESTAURANT class from the SemEval-2016 Restaurant dataset, thereby ensuring consistency in the aspect label 

classes across the two datasets. 

Table 3. Statistics of the datasets 

Dataset Total Reviews Training Reviews Testing Reviews Training Aspects Testing Aspects 

SemEval-2014 Restaurant reviews 3,844 3,044 800 3,714 1,025 

SemEval-2016 Restaurant reviews 2,676 2,000 676 2,227 729 

Total 6,520 5,044 1,476 5,941 1,754 

 

Figure 6. Original vs. modified aspect label (SemEval-2016 Restaurant reviews) 

The 3,044 training reviews in the SemEval-2014 Restaurant contained 3,714 aspects, while the 800 testing reviews 

in the dataset had 1,025 aspects. On the other hand, the 2,000 training reviews in the SemEval-2016 Restaurant dataset 

contained 2,227 aspects, while the 676 testing reviews contained 729 aspects. It is worth noting that the number of 

aspects can vary from the number of reviews, as there were cases where multiple aspects were extracted from a single 

review, and there were also cases where some reviews did not have any aspects. 

4-2- Aspect Extraction Models Implementation 

The machine learning models used in the experiment were developed using scikit-learn [42], while the deep learning 

models used in this experiment were developed using the Tensorflow framework [43]. Hyperparameter tweaking was 

done to find the ideal hyperparameter values that produced the optimum performance. Samples from the SemEval-2014 

Restaurant and SemEval-2016 Restaurant datasets were used to tweak the hyperparameters of the models. Table 4 

outlines the hyperparameters used in the experiment, including the tested values and the best value for each 

hyperparameter. Tables 5 and 6 display the optimal hyperparameters for each model, while Table 7 lists the constant 

hyperparameters used for the hidden and output layers across all deep learning models evaluated in the study. In addition, 

the maximum number of training epochs was set to 100 for all deep-learning models. 

Table 4. Possible hyperparameter configurations 

Hyperparameter Tested Values 

Neighbours (kNN) 3, 4, 5, 6, 7 

Weights (kNN) Uniform, Distance 

Distance measuring (DT) Manhattan, Euclidean 

Quality of split (DT) Gini, Log Loss, Entropy 

Splitting strategy (DT) Best, Random 

Max features (DT) None, Square Root, Log Base 2 

Class weights (DT) None, Balanced 

Numbers of filters (CNN) 64, 128, 256 

Stride (CNN) 2, 3, 4 

Pool size (CNN) 2, 3, 4 

Neurons (RNN, GRU, LSTM, BiLSTM) 
Adam, Stochastic Gradient Descent (SGD), 

Root Mean Squared Propagation (RMSProp) 
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Table 5. Optimal hyperparameters of the machine learning models 

Hyperparameter kNN DT 

Neighbours 6 - 

Weights Distance - 

Distance measuring Manhattan - 

Quality of split - Gini 

Splitting strategy - Best 

Max features - None 

Class weights - None 

Table 6. Optimal hyperparameters of the deep learning models 

Hyperparameter MLP CNN RNN GRU LSTM BiLSTM Aspect-BiLSTM 

Number of filters  128      

Strides  2      

Pool size  4      

Neurons   128 32 128 64  

Optimiser SGD RMSProp Adam SGD Adam Adam SGD 

Learning rate 0.001 0.00001 0.00001 0.00001 0.0001 0.001 0.001 

Table 7. Hidden and output layer hyperparameters 

Hyperparameter Value 

Neurons 120 (hidden_1) / 480 (hidden_2) / 6 (output) 

Activations None (hidden_1 & hidden_2) / sigmoid (output) 

The hyperparameter settings listed in Tables 5 and 6 were optimal, as they produced the highest testing F1 scores 

during the hyperparameter tuning process. The k-nearest Neighbour model performed optimally with 6 neighbours and 

distance weights, as well as using the Manhattan distance formula. In contrast, the Decision Tree model used the Gini 

function to measure the quality of the split and used the best splitting strategy to do so. Besides this, the CNN model 

performed optimally with 128 filters, a stride of 2, and a pool size of 4. Meanwhile, the RNN and LSTM models achieved 

the highest scores with 128 neurons, while the GRU and BiLSTM models performed best with 32 and 64 neurons, 

respectively. 

Regarding optimizers, the models achieved optimal performance with the following settings: Stochastic Gradient 

Descent (SGD) for the MLP, GRU, and Aspect-BiLSTM; Root Mean Squared Propagation (RMSProp) for CNN; and 

Adam for RNN, LSTM, and BiLSTM. In terms of learning rates, the MLP, LSTM, BiLSTM, and Aspect-BiLSTM 

performed optimally with a learning rate of 0.001, while the CNN and RNN models achieved optimal results with a 

learning rate of 0.00001. On the other hand, the GRU model achieved the best results with a learning rate of 0.0001. 

4-3- Baseline Solutions 

The evaluation results of the aspect extraction solutions proposed in the studies listed below acted as baseline results 

for the comparative analysis conducted in this study. These solutions were selected from recently published works on 

either aspect extraction or aspect-level sentiment analysis. 

He et al. (2023) [7]: The aspect extraction solution proposed in this study consisted of an MLP model, which was 

trained using a self-training mechanism. This mechanism consisted of a teacher model that was trained on gold-annotated 

data to generate pseudo labels for the remaining unannotated data. The student model and a meta-weighter were then 

trained on both the gold-annotated and pseudo-annotated data. 

Karimi et al. (2021) [8]: The solution proposed in this study consisted of a fine-tuned BERT model, which was 

trained using the adversarial training technique. The fine-tuning process in this study consisted of adding an additional 

fully connected MLP layer to the BERT encoder’s architecture, which predicted the presence of aspects in its input texts. 

Khan et al. (2023) [44]: The supervised aspect extraction solution proposed in this study consisted of a CNN model 

for extracting significant aspect features from its input word embeddings, a modified LSTM model for extracting the 

sequential features of its input texts, and an attention mechanism that identified the most significant words in its input 

texts as well as assigned the appropriate weights to them. 
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Kumar et al. (2021) [45]: The solution proposed in this study consisted of a supervised deep-learning model that 

fused multiple information types together. First, the solution concatenated its input texts’ general and domain-specific 

word embeddings before passing it to its BiLSTM layer. The solution then utilized an attention mechanism to generate 

the global contextual word embeddings from the generated BiLSTM hidden states and concatenated them before passing 

them through another attention mechanism. 

Wan et al. (2020) [46]: The aspect extraction solution proposed in this study consisted of a fine-tuned BERT model 

for aspect term extraction. The fine-tuning process consisted of adding two fully connected MLP layers to the encoder’s 

architecture and two separate output layers. The first output layer indicated the presence of aspects and sentiments in the 

solution’s input sentences, while the second output layer generated an output sequence highlighting the aspect terms in 

them. 

4-4- Results 

This subsection highlights the experimental results of the selected machine and deep learning models along with the 

proposed solution when compared against each other. Table 8 highlights the metrics used to evaluate the performance 

of these models along with their descriptions which are based on those provided by Anbananthen et al. (2022) [47]. 

Table 8. Evaluation metrics 

Metric Description 

Accuracy (A) 

The percentage of correct samples obtained out of the total number of samples. 

𝐴 =
𝑇𝑃 + 𝑇𝑁

𝑁
 

Precision (P) 

The percentage of correct positive results out of the total number of positive predictions. 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall (R) 

The percentage of correct positive results out of the total number of true positive samples. 

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1 Score (F1) 

The harmonic mean between the precision and recall scores. 

𝐹1 = 2 ×
𝑃 × 𝑅

𝑃 + 𝑅
 

N: Total number of samples 

TP: Number of true positive predictions 

FP: Number of false positive predictions 

FN: Number of false negative predictions 

TN: Number of true negative predictions 

These metrics were selected due to their frequent use in similar aspect extraction studies, enabling the performance 

comparison between the baseline solutions and the proposed aspect extraction solution in this study. Tables 9 and 10 as 

well as Figures 7 and 8, highlight the performance comparison of the selected machine and deep learning models when 

evaluated on the SemEval-2014 Restaurant and SemEval-2016 Restaurant datasets, respectively. 

Table 9. SemEval-2014 Restaurant experimental results 

Model Accuracy Precision Recall F1 Score 

kNN 87.9 78.4 59.5 67.7 

DT 79.2 51.3 50.5 50.9 

MLP 91.8 82.8 77.9 80.2 

CNN 91.4 80.1 79.3 79.7 

RNN 91.0 79.9 77.5 78.7 

GRU 91.7 82.9 77.3 80.0 

LSTM 91.7 82.7 77.3 79.9 

BiLSTM 92.5 83.5 80.9 82.2 

Aspect-BiLSTM 92.9 83.0 84.0 83.5 
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Table 10. SemEval-2016 Restaurant experimental results 

Model Accuracy Precision Recall F1 Score 

kNN 86.2 64.4 51.6 57.3 

DT 78.8 41.2 42.2 41.7 

MLP 90.7 72.8 68.4 70.6 

CNN 90.1 72.8 71.3 72.1 

RNN 88.9 69.2 68.6 68.9 

GRU 72.8 34.5 31.3 32.8 

LSTM 88.7 68.1 70.0 69.0 

BiLSTM 88.3 65.7 72.8 69.1 

Aspect-BiLSTM 90.7 72.5 77.6 75.0 

 

Figure 7. Accuracy comparison between all the models evaluated on both datasets 

 

Figure 8. F1 score comparison between all the models evaluated on both datasets 

Several observations can be made from the evaluation results of the models depicted in Table 9 (SemEval-2014 

Restaurant). Firstly, the best-performing model in terms of accuracy, recall, and F1 score was the proposed Aspect-

BiLSTM model, as it obtained scores of 92.9%, 84.0%, and 83.5%, respectively. However, it did not obtain the highest 

precision score, as the evaluated BiLSTM model was able to outscore it by half a percent with a score of 83.5%. The 

worst-performing model was the Decision Tree model, which obtained the worst metrics scores. It only obtained an 
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accuracy of 79.25%, a precision score of 51.3%, a recall score of 50.5%, and an F1 score of 50.9%. The kNN model, on 

the other hand, outperformed the Decision Tree model as it obtained an accuracy of 87.9%, a precision score of 78.4%, 

a recall score of 59.5%, and an F1 score of 67.7%. However, it was not able to achieve the same level of performance 

as its deep learning counterparts, which shows a discrepancy in performance between the evaluated machine and deep 

learning models. 

On the other hand, it can be observed in Table 10 (SemEval-2015 Restaurant) that the best-performing model was 

also the proposed Aspect-BiLSTM model, as it was able to obtain an accuracy of 90.7%, a recall score of 77.6%, and an 

F1 score of 75.5%. Again, it did not obtain the highest precision score, as the MLP and CNN models were able to 

outperform it with scores of 72.8%. The Decision Tree model was again considered to be the worst-performing model 

on this dataset, as it was only able to achieve an accuracy of 78.8%, a recall score of 42.2%, and an F1 score of 41.7%. 

However, it did not obtain the worst precision score, as that was obtained by the evaluated GRU model with 34.5% 

precision. The results in this table have also shown a discrepancy in performance between the evaluated machine and 

deep learning models, as the kNN and Decision Tree models did not match the performance of their deep learning 

counterparts. 

4-5- Discussion 

The experimental evaluation conducted has demonstrated the effectiveness of several machines and deep learning 

models in extracting aspects from unstructured texts. The first observation that can be made from the results is that both 

of the machine learning models (kNN and Decision Tree) were not as effective as their deep learning counterparts in 

extracting aspects from texts. This can be attributed to their lack of aspect feature extraction pipelines in their 

architectures, which prevented them from extracting vital aspect features from their input texts. The lack of an aspect 

extraction pipeline also hindered their generalization abilities as well. 

On the other hand, the deep learning models that have been the most effective in extracting aspects from texts (besides 

the proposed Aspect-BiLSTM solution) were the BiLSTM and CNN models, as they obtained the highest F1 scores on 

the SemEval-2014 and SemEval-2016 restaurant datasets, respectively. Their effectiveness in the task has highlighted 

the importance of extracting aspect features from its input texts, particularly the convolved and sequential features from 

them. This was what led to the idea of proposing an additional model that leverages these types of features for the task 

of aspect extraction. 

The proposed Aspect-BiLSTM model was developed to extract the sequential properties of its input texts while 

retaining their semantic, syntactic, and contextual properties presented in the encoded BERT word embeddings. The 

model accomplished this by concatenating the extracted aspect features to the word embedding features, which acted as 

a weight indicating the presence of both explicit and implicit aspects in its input texts. 

To demonstrate the proposed model’s effectiveness in extracting both types of aspects, a comprehensive manual 

analysis of the model’s predicted output labels was conducted. The data samples used in this analysis consisted of 50 

reviews, with 25 of them each being selected from both the SemEval-2014 Restaurant dataset as well as the SemEval-

2016 Restaurant dataset. The selected reviews consisted of 300 tokens, with 57 classified as aspects. Out of these 57 

aspect tokens, 34 of them were explicit aspects, while the remaining 23 of them were implicit aspects. 

The performance of the Aspect-BiLSTM model in terms of explicit and implicit aspect extraction can be seen in the 

confusion matrix presented in Table 11. This confusion matrix presents the numbers of explicit, implicit, and non-aspects 

that were truly present in the dataset (actual) and predicted (predicted) by the model. Non-aspects in the context of this 

analysis were tokens that were considered to be non-aspects. Based on the values presented in the matrix above, it can 

be seen that Aspect-BiLSTM was able to accurately predict both explicit and implicit aspects within texts, as it was able 

to predict 33 out of the 34 explicit aspects as well as 18 out of the 23 implicit aspects in the dataset. The model, however, 

made 6 false negative predictions (1 for explicit and 5 for implicit) and 11 false positive (6 for explicit and 5 for implicit) 

predictions, highlighting the potential areas of improvement that can be made to the model’s performance. Despite this, 

however, the overall performance of the model in this analysis indicates its high reliability in extracting aspects. 

Table 11. Confusion matrix of the Aspect-CNN-BiLSTM model for explicit and implicit aspect extraction 

  Actual 

  Explicit Implicit Non-Aspects 

 Explicit 33 0 6 

Predicted Implicit 0 18 5 

 Non-Aspects 1 5 232 
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The performance comparison of the model for explicit and implicit aspect extraction, as depicted in Table 12, has 

demonstrated how Aspect-BiLSTM has excelled in extracting both types of aspects. It was able to achieve accuracy 

scores of 97.10% in explicit aspect extraction and 78.30% in implicit aspect extraction. Besides this, the proposed 

solution obtained F1 scores of 93.00% in explicit aspect extraction and 83.70% in implicit aspect extraction. The findings 

suggest that the proposed Aspect-BiLSTM model is an effective algorithm for aspect-level sentiment analysis tasks with 

potential practical applications. Furthermore, the model demonstrated consistent and accurate predictions of the aspects 

in texts that do not mention entities, which is challenging. These findings provide valuable insights into the potential of 

the proposed model for aspect-level sentiment analysis tasks. 

Table 12. Performance comparison for explicit and implicit aspect extraction 

Aspect Type Accuracy F1 Score 

Explicit 97.1 93.0 

Implicit 78.3 83.7 

Lastly, a comparative analysis was conducted between the performance of the baseline solutions evaluated on the 

same datasets and the performance of Aspect-BiLSTM. Tables 13 and 14 provide the evaluation F1 scores of the baseline 

solutions and the proposed solution when evaluated on the SemEval-2014 and SemEval-2016 Restaurant datasets, 

respectively. 

Table 13. Performance comparison between the baseline solutions and proposed solution on the SemEval-

2014 Restaurant dataset 

Aspect Extraction Solution F1 

He et al. (2023) [7] 88.95 

Karimi et al. (2021) [8] 85.57 

Kumar et al. (2021) [45] 89.96 

Aspect-BiLSTM (Proposed Solution) 83.50 

Table 14. Performance comparison between the baseline solutions and proposed solution on the SemEval-

2016 Restaurant dataset 

Aspect Extraction Solution F1 

Karimi et al. (2021) [8] 81.50 

Khan et al. (2020) [44] 79.10 

Wan et al. (2020) [46] 82.77 

Aspect-BiLSTM (Proposed Solution) 75.00 

Although the proposed Aspect-BiLSTM solution did not outperform the baseline solutions in terms of prediction F1 

score, the findings from this study can act as a foundation for future work into the aspect extraction process as it explores 

the types of features that best represent both explicit and implicit aspects in text data. 

While Aspect-BiLSTM can effectively extract explicit and implicit aspects from unstructured texts, certain limitations 

could be further enhanced. The main limitation of the model is its inability to fully capture the complex nature of written 

languages, making it difficult to accurately identify certain aspects, especially when implicit aspects are subtle. Further 

research will need to be conducted to enhance the contextual representations captured by the model, especially when 

handling domain-specific nuances in texts, as well as to improve the model’s ability to identify implicit aspects. 

5- Conclusion 

This study has presented a comprehensive investigation into the efficacy of certain machine and deep learning models 

in extracting explicit and implicit aspects from text data. It can be observed from the experimental evaluation that the 

evaluated deep learning models generally performed better than their machine learning counterparts, which can be 

attributed to their aspect feature extraction pipelines. This was what led to the development of the proposed Aspect-

BiLSTM model for aspect extraction, which utilized the syntactic, semantic, and contextual properties of words depicted 

in BERT word embeddings along with additional sequential properties of its input texts that were extracted using the 

evaluated BiLSTM model. This has resulted in a solution that could effectively extract both explicit and implicit aspects 

from its input texts, given its F1 scores of 83.5% on the SemEval-2014 Restaurant dataset and 75.0% on the SemEval-

2016 Restaurant dataset. These findings have profound implications for researchers and practitioners in natural language 

processing, particularly sentiment analysis. Future work for this research could involve mapping the extracted aspects 
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to their corresponding polarity (positive, negative, or neutral) for sentiment analysis. This could provide a more nuanced 

understanding of the sentiment expressed towards specific aspects of a subject, which could be valuable for various 

applications, such as product or service reviews. Additionally, exploring the effectiveness of the Aspect-BiLSTM model 

in other domains and datasets could further validate its potential as a robust and efficient algorithm for aspect-based 

sentiment analysis. 
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