Utilizing Machine Learning to Reassess the Predictability of Bank Stocks
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Abstract

Objectives: Accurate prediction of stock market returns is a very challenging task due to the volatile and non-linear nature of the financial stock markets. In this work, we consider conventional time series analysis techniques with additional information from the Google Trend website to predict stock price returns. We further utilize a machine learning algorithm, namely Random Forest, to predict the next day closing price of four Greek systemic banks. Methods/Analysis: The financial data considered in this work comprise Open, Close prices of stocks and Trading Volume. In the context of our analysis, these data are further used to create new variables that serve as additional inputs to the proposed machine learning based model. Specifically, we consider variables for each of the banks in the dataset, such as 7 DAYS MA, 14 DAYS MA, 21 DAYS MA, 7 DAYS STD DEV and Volume. One step ahead out of sample prediction following the rolling window approach has been applied. Performance evaluation of the proposed model has been done using standard strategic indicators: RMSE and MAPE. Findings: Our results depict that the proposed models effectively predict the stock market prices, providing insight about the applicability of the proposed methodology scheme to various stock market price predictions. Novelty/Improvement: The originality of this study is that Machine Learning Methods highlighted by the Random Forest Technique were used to forecast the closing price of each stock in the Banking Sector for the following trading session.
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1- Introduction

Financial markets are known for their volatile, dynamic, and non-linear nature [1]. Accurate prediction of stock prices is an extremely challenging task because of factors such as political conditions, the global economy, unexpected events, market anomalies, relevant companies’ features, etc. [2]. Considering that financial markets are linked to a country’s economic conditions, attracting major funds from investors and issuing equities in the public interest, it is, therefore, crucial to forecast the movement of the stock prices in order to prevent excessive losses and make relevant investment decisions [3]. Traditionally, two main approaches have been widely employed in stock price predictions [4]. These approaches include technical analysis methods that utilize historical stock prices in order to predict future prices [5].

Recently, Google Trends have been considered a useful and effective tool for forecasting economic indicators as well as further predicting political outcomes and, more recently, cryptocurrencies returns and volatility. The Google Trends Service is a free, cross-platform service from Google that analyzes a huge volume of searches and provides data on user search terms based on geographic and temporal patterns, that is, data about the volume of the user’s search terms (search volume). Investors tend to gather information mainly through the internet (social networks, specialized forums, etc.). As
a result, Google searches tend to form a sign of investors’ attention. Specifically, Google Trends gives us access to the number of actual search requests in the Google search engine, allowing us to measure people’s interest in a particular topic in several languages and regions worldwide.” In our study, we focus on Greek systemic banks since, in recent years, there has been an increasing interest in the performance of the Greek and European banking sectors. The four banks considered are Alpha Bank, Eurobank, National Bank, and Piraeus Bank. In Figure 1, we present Google Trends indices for the National Bank and Piraeus Bank to further motivate the importance of the inclusion of such information to predict stock market returns of the four banks in our analysis, as it is evident that the online interest in the two leading banks in Greece has dramatically increased.

![Figure 1. Online interest’s evolution for the Greek banks](image)

The present paper aims to explore to what extent investors’ attention to the Greek banking sector is captured by a set of keywords measured by Google Trends. To this end, we further utilize in our analysis external factors regarding information based on Google Trends data concerning overall market conditions and macroeconomic issues. As highlighted in the related literature, such information is expected to be crucial to better predicting the next day's closing price of the bank series as well.

Additionally, we contribute to the literature by proposing, in the context of our analysis, the use of a machine learning algorithm, namely Random Forests, to estimate out-of-sample predictions of stock returns for each of the four Banks of the Greek Banking sector. From a financial point of view, we make use of a set of financial variables based on intraday data with (i) Open stock price, (ii) High stock price, (iii) Low stock price, and (iv) Close stock price of a particular Greek systemic bank. Finally, we evaluate the predictive performance of the proposed models considering widely used evaluation indicators in the existing literature: (i) RMSE and (ii) MAPE. Our results indicate that the proposed methodology can capture investors’ attention in the Greek banking sector. Furthermore, in line with previous results presented in the related literature, Google Trends variables in our forecasting models have additional predictive value for the out-of-sample prediction of the stock returns of each of the four banks considered in the analysis.

2- Literature Review

Forecasting stock market prices has been extensively studied in the financial related literature. Earlier studies in this area mainly explored classic algorithms such as linear and non-linear regressions, random walk methods, moving average convergence/divergence, and several traditional linear econometrics models such as Autoregressive Integrated Moving Average (ARIMA) family models to predict stock prices [6]. Recently, many of the abovementioned traditional econometric methodologies have been modified following approaches that consider several machine learning, and deep learning techniques. The usage of machine learning as opposed to linear regression methodologies relies on the fact that machine learning algorithms offer the ability to flexibly incorporate many features as additional predictors in the regression models while at the same time not imposing assumptions on the functional form of how signals indicate market movements.

* We gathered Google Trends daily data for specific keywords concerning the Greek Bank sector. A search has been conducted in the Greek language. To conclude on keyword selection, the online interest in the below variations is examined, and the variations are further compared, i.e., “Pireaus Bank”; “National Bank (search term)”; “Alpha Bank (search term)”; “Eurobank (search term)”; “Greek Dept (search term)”. Only “Pireaus Bank” and “National Bank (search term)” yield, considerably increasing online interest. Among the above, i.e., the topic (Greek banks) and the search term, “economic uncertainty” is selected for further analysis. Finally, Google Trends data are retrieved in .csv format and normalized over the examined period.
Additionally, the use of machine learning algorithms has been found to produce more reliable and accurate results when compared to standard econometric methods, as they can capture complex and nonlinear interactions between the data. To this end, more sophisticated machine learning methods have been utilized to forecast stock prices that follow either technical or fundamental analysis, considering the nature of the data in terms of data size and nonlinearities in the dataset [7]. In order to account for such data characteristics, machine learning and deep learning algorithms can effectively identify complex relations and hidden patterns in such large data sets [8]. The most frequently used in the literature on forecasting stock market price returns, machine learning techniques include SVM, Neural Networks, KNN, and Random Forests.

In their work, Atsalakis et al. (2019) explore the sensitivity of stock prices to external conditions, including daily quotes of commodity prices such as gold, crude oil, natural gas, corn, and cotton, with the results indicating that logistic regression performed better [9]. Zhang (2013) analyzed stock data containing daily stock information ranging from 2008 to 2013 [10]. Various algorithms were explored in a one-step ahead and multi-step ahead forecasting exercise of stock prices. Results revealed that the SVM machine learning technique produced better results in the long-term, considering it had the highest accuracy score among the three models explored (Logistic Regression, Quadratic Discriminant Analysis, and SVM). Di (2014) uses various technical indicators such as RSI, on balance volume, and Williams %R, among others, as features in the extremely randomized tree algorithm implemented [11]. The most relevant features were then selected, which were further used as inputs to a Kernelized SVM model. In their work, Devi et al., (2015) propose a hybrid model that utilizes cuckoo search to optimize the parameters of SVM. The given model explored several technical indicators such as RSI, Money Flow Index, EMA, Stochastic Oscillator, and MACD [12]. Liaw & Wiener (2012) proposed the use of a neural network ensemble, to predict the direction of the stock price [13]. Khaiden et al. (2016) also used ensemble learning algorithms and specifically Random Forest to predict the direction of stock prices with technical indicators such as the Relative Strength Index (RSI) and stochastic oscillators used as inputs to train the model [14]. The results indicate that the Random Forest algorithm outperforms existing algorithms explored in their study. [15] Manish & Themnozhi (2011) apply five machine learning techniques i.e., (i) Support Vector Machine, (ii) Random Forest, (iii) K-Nearest Neighbor (KNN), (iv) Naive Bayes, and finally, (v) SoftMax, to predict stock market trends, with experimental results showing that the Random Forest algorithm performs best for large datasets while Naive Bayesian Classifier performs best for small datasets [15]. Misra et al., (2018) analyze several machine learning classification models, concluding that the effectiveness and accuracy of the algorithm mainly depend on the type and volume of data on which predictions are analyzed [16].

Singh et al. (2019) explored distinct machine learning methods (including support vector machines, random forests, and boosted decision trees, among others) in order to build prediction models and forecast the prices of stocks for various exchange markets [17]. Subasi et al. (2020) follow a combination of technical and fundamental analysis and further apply machine learning models, i.e., Random Forest, Support Vector Machines, and a feed-forward Neural Network to predict the market using time series prediction and sentiment analysis [18]. Shen & Shafiq (2020) focus on the Chinese market and propose comprehensive customization of feature engineering and deep learning-based models in order to predict the price trend of stocks in the examined market [19]. The proposed system achieves high accuracy in terms of stock market trend prediction.

Subasi et al. (2021) compare different machine learning classification algorithms against the National Association of Securities Dealers Automated Quotations System (NASDAQ), New York Stock Exchange (NYSE), Nikkei, and Financial Times Stock Exchange (FTSE), concluding that Random Forest and Bagging with leaked datasets provide satisfactory performance [20]. Additionally, Srinu Vasarao & Chakkaravarthy (2022) use a random forest model to predict stock price movements [21]. Singh (2022) focuses on predicting the Nifty 50 Index by examining eight Supervised Machine Learning Models (Random Forest, Linear Regression, SVM, and KNN, among others) [22]. The evaluation results showed that SVM performed better than the other machine algorithms explored, but with an increase in the dataset size, Stochastic Gradient Descent gave better results. Aliyeva (2022) employs Random Forest and Logistic regression on a five-year-long dataset of volume and price of the Tesla company stocks traded on the New York Stock Exchange (NYSE) to estimate the closing prices of these stocks [23].

Most of the methods above can be used for stock market forecasting prediction but they may also be employed broadly in other economic and financial series and, more recently, in the cryptocurrency market. Examples include, among many others, Demirer et al. (2021) [24]. The Random Forest machine learning technique has been further employed by Bouri et al. (2021) and Gkillas et al. (2021) to predict bitcoin volatility [25, 26]. In their work, Görgen et al. (2022) employ Generalized Random Forests to estimate and predict the risk measure "value at risk" for cryptocurrencies [27].

In line with the above-mentioned research in this field, we propose the use of random forests for stock price forecasting purposes. Random Forest is an ensemble technique, basically operating by building several decision trees at training time [28]. Predictions using random forests are generated by averaging the predictions of the decision trees, which allows us to reduce the variance and improve the efficiency of test set decision trees, and avoid overfitting. The proposed methodology (Figure 2) is presented in Figure 2.
3- Methodology

3-1- Description of Data

The data used here for the four Greek systemic banks has been collected since 2001. The dataset includes 20 years of data from 1/1/2001 to 30/12/2020 from Alpha Bank (ALPHA), the National Bank of Greece (NBG), Eurobank (EUROB), and Piraeus Bank (TREIR), incorporating various market phases such as booms and crashes. The data used here includes intraday data information (i.e., (i) open stock price, (ii) close stock price, and (iii) volume). Only the day-wise closing systemic bank stock price has been considered. The rolling window approach has been followed for model validation as a more adequate approach for time series forecasting.

For the purposes of our analysis, we used the Python programming language. Specifically, we relied on Python’s Pandas and Sklearn libraries for data preparation, machine learning model selection, and training of the model to obtain the model predictions for each stock examined. We considered as explanatory variables the variables presented in the following section, with the further inclusion of Google Trends data that served as inputs to the random forest algorithm to predict daily stock price returns for each bank.

3-2- New Variables

Additional variables are used to forecast each of the systemic bank’s closing prices returns. These variables have been employed for model training. The new variables considered are the following:

1. A new variable based on the bank closing price using a five-day moving average (noted by MA-5);
2. A new variable based on the bank closing price using a ten-day moving average (noted by MA-10);
3. A new variable based on the bank closing price using a twenty-one-day moving average (noted by MA-21);
4. A new variable based on the bank closing price using standard deviation for the past five days (noted by STD DEV-5).

3-3- Machine Learning Methods

This sub-section aims to briefly discuss and explain the machine learning techniques deployed in preceding research for stock prediction and forecasting [29]. The following section summarizes the various machine learning approaches presented: (i) Artificial Neural Networks, (ii) Support Vector Machine, (iii) Naïve Bayes, and (iv) Deep Neural Network.

i. Artificial Neural Networks (ANN): ANN stands for a network that is based on a simple computer node (neurons) interconnected. It is inspired by the Central Nervous System (CNS), which it attempts to simulate. Their architecture is based on the architecture of Biological Neural Networks and so they are able to perform massive calculations. The purpose of ANNs is to be able to perform the calculations performed by the human brain, that is, to be able to transmit information about the stimuli they receive. ANNs are trained to be able to solve the tasks assigned to them or to be able to perform certain processes on their own, e.g., recognize images. First, however, it is essential that they are properly trained.

ii. Support Vector Machine (SVM): SVMs stand for a set of supervised learning models with algorithms used for classification and regression analysis. The fundamental principles of SVM, developed by Vapnik, are based on the theory of statistical learning. They have been used in a wide range of real-world applications, such as text categorization, image recognition, audio, data sorting, and data detection.
iii. Naïve Bayes (NB): The Naive Bayes algorithm is a family of probabilistic machine learning models used for classification problems and their central idea is based on Bayes’s theorem.

iv. Deep Neural Network (DNN): DNN is a new approach to data learning. Uses a specific family of models: sequences of simple functions interconnected. These function chains are the neural networks. These sequences of functions can analyze a complex idea in a hierarchy of simpler ones. Each layer organizes the previous layer into more advanced and abstract concepts. Below, we present the Random Forest procedure, which was used for the empirical part of the paper, as it gives the best results across the previous methods presented.

3.4 Random Forest

Numerous machine learning and deep learning forecasting algorithms have been developed in recent years to address the increasing diversity and complexity of forecasting challenges. The selection of a machine learning algorithm is contingent on numerous variables, including the business question you are attempting to answer, the availability and relevance of historical data, the accuracy and success metrics you must achieve, the horizon, and the amount of time your team must develop a forecasting solution [30]. These limits must be regularly and on multiple levels weighed. In the case of demand forecasting, load data must be continuously and regularly projected, and a robust and dependable data intake procedure must be in place to assure the flow of raw data [31].

Random Forest (RF) is an ensemble machine learning technique widely used for both classification and regression problems. Random forests are comprised of many individual arbitrary generated decision trees [28]. In regression, the Random Forest algorithm is basically described by the following: Consider a regression tree, which is consisted of branches and internal and terminal nodes. By constructing the regression tree, at each step, we select features in a random way that come from the set of predictor variables, and the best split- based on a pre-chosen cost function- is used to split the node. This random selection of predictor variables helps mitigate the influence of influential predictors on each Tree building. The building of the decision tree continues until the set of terminal nodes for the tree stopping criterion, or the number of observations on every terminal node, is met. The final prediction using random forests is produced by averaging the predictions of the individual ensemble trees. This allows us to reduce the variance and improve the efficiency of test set decision trees, thereby avoiding overfitting and delivering higher accuracy predictions [28] In this study, newly created technical analysis tools are provided as variables for training.

4. Results and Discussion

In order to assess the forecasting performance of the models used on four different banks, namely Alpha Bank, Eurobank, the National Bank of Greece, and Piraeus Bank with the use of the Random Forest machine learning technique, we employ two widely used evaluation criteria: (i) the Root Mean Square Error (RMSE), (ii) and the Mean Absolute Percentage Error (MAPE).

The RMSE metric which has been utilized to evaluate the performance of the model is defined as follows:

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \]  

where ‘\(y_i\)’ is the actual closing price series for each bank considered, ‘\(\hat{y}_i\)’ is the estimation closing price value, while the symbol ‘\(n\)’ stands for the total size of the window considered.

The criterion MAPE is also employed for model evaluation performance. This criterion is given by the following:

\[ MAPE = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \]  

where ‘\(y_i\)’ again is the actual closing price series for each bank considered, ‘\(\hat{y}_i\)’ is the estimation closing price value, while the symbol ‘\(n\)’ is the total window size considered.

In our analysis, the prediction of the returns of each of the four stocks has been made considering the rolling window approach for time series data. Specifically, the expanding window where the window in each forecasting step is expanded with the addition of a new daily observation in the training set [32]. To assess the actual performance of the proposed approach, we consider one step ahead (the following day) out-of-sample prediction. Each of the following figures depicts the actual price of each of the four systemic Greek banks considered in regard to the forecast value obtain for the RF model employed. Further results for the RMSE and MAPE evaluation criteria are given in the following table (Table 1). In particular, the figure above (Figure 3) and below figures (Figures 4 to 6) shows a visual representation of the performance of the proposed machine learning models for each of the four banks considered. We observe in all four cases that the random forest-based forecasting models predicted values follow for the most part similar patterns as the observed values.
Table 1. RMSE and MAPE values obtained using RF models

<table>
<thead>
<tr>
<th>Banks</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alpha Bank</td>
<td>12.9450</td>
<td>4.7247</td>
</tr>
<tr>
<td>Eurobank</td>
<td>414.4279</td>
<td>5.1782</td>
</tr>
<tr>
<td>National Bank of Greece</td>
<td>1201.3288</td>
<td>10.6036</td>
</tr>
<tr>
<td>Piraeus Bank</td>
<td>185.7749</td>
<td>5.4684</td>
</tr>
</tbody>
</table>

Figure 3. Alpha Bank closing price predicted vs. actual values

Figure 4. Eurobank closing price predicted vs. actual values

Figure 5. National Bank of Greece closing price predicted vs. actual values
Additionally, we observe that in most cases, the predictions are very close to the actual values. Moreover, as it is evident from the plots in each case, the model has captured well upward or downward moves in the corresponding bank return series. Furthermore, according to the results presented in Table 1, when considering the MAPE values obtained among the four banks examined, the proposed models based on a one-step-ahead out-of-sample forecasting approach performed better when predicting Alpha Bank returns.

Moreover, we notice low-magnitude differences between the MAPE values of three of the four cases (Alpha Bank, Eurobank, and Piraeus Bank), meaning that the proposed models have similar predictive performance for the specific stocks. Specifically, the MAPE values obtained from our models in these cases are very close to the performance of alternative machine learning techniques for predicting stock prices, as observed in the detailed summary of various algorithms and their performance presented in the work of Soni et al. (2022) [33]. For the case of the National Bank of Greece, the corresponding MAPE value is 10.60%. Overall, we conclude that our proposed forecasting approach is able to accurately predict Greek bank sector returns. Such a result is in line with the related literature on stock market price prediction that highlights the superiority of machine learning methods to accurately predict stock market returns (for a more detailed overview of the subject of stock market prediction with machine learning algorithms, see Rouf et al. (2021) [34].

5- Conclusion

Accurate forecasting of bank prices is a challenging task that captures the interest of academics and investors. The benefits of using machine learning algorithms for forecasting stock market returns relative to traditional econometric strategies have been highlighted in the related literature. Indeed, several machine learning algorithms better suited for time series forecasting have been proposed, considering their effectiveness in identifying complex relations in stock market data. Furthermore, the predictive capabilities of internet search data on stock returns have also been examined as additional predictors of interest in the forecasting models.

In this work, the Random Forest machine learning algorithm has been employed to predict stock prices in a one-step-ahead, out-of-sample forecasting exercise. Additional technical analysis tools have been used as inputs to the machine learning model for each of the four cases of Greek banks considered in the analysis, as in Theodorakopoulos et al. (2022) [35], along with Google Trends data as an effective proxy for investor attention regarding the Greek banking sector. Random Forest has been effectively used in predicting stock market prices. We show that in all four cases, the random forest-based forecasting models predicted values follow, for the most part, similar patterns as the observed values. We also observe that in most cases, the predictions are very close to the actual values. Overall, we conclude that our proposed forecasting approach is able to accurately predict Greek bank sector returns. However, further research should be conducted considering more sophisticated machine learning and deep learning models. Future research could consider alternative sources indicative of investment attention and/or sentiment related to financial news, for instance, users’ sentiment from Twitter posts, as variables to improve the effectiveness of predicting Greek banks’ stock prices.
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